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In this paper we consider the time evolution of a population of size N with overlapping generations, in the
vicinity ofm genes. We assume that this population is subject to point mutations, genetic drift, and selec-
tion. More specifically, we analyze the statistical distribution of the waiting time Tm until the expression
of these genes have changed for all individuals, when transcription factors recognize and attach to short
DNA-sequences (binding sites) within regulatory sequences in the neighborhoods of the m genes. The
evolutionary dynamics is described by a multitype Moran process, where each individual is assigned a
m� L regulatory array that consists of regulatory sequences with L nucleotides for all m genes. We study
how the waiting time distribution depends on the number of genes, the mutation rate, the length of the
binding sites, the length of the regulatory sequences, and the way in which the targeted binding sites are
coordinated for different genes in terms of selection coefficients. These selection coefficients depend on
how many binding sites have appeared so far, and possibly on their order of appearance. We also allow
for back mutations, whereby some acquired binding sites may be lost over time. It is further assumed that
the mutation rate is small enough to warrant a fixed state population, so that all individuals have the
same regulatory array, at any given time point, until the next successful mutation arrives in some indi-
vidual and spreads to the rest of the population. We further incorporate stochastic tunneling, whereby
successful mutations get mutated before their fixation. A crucial part of our approach is to divide the huge
state space of regulatory arrays into a small number of components, assuming that the array component
varies as a Markov process over time. This implies that Tm is the time until this Markov process hits an
absorbing state, with a phase-type distribution. A number of interesting results can be derived from our
general setup, for instance that the expected waiting time increases exponentially with m, for a selec-
tively neutral model, when back-mutations are possible.

� 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

A classical problem of population genetics is to study the time
until new genetic variants first appear through germline mutations
and then get fixed, i.e. spread to all individuals of a species, as it
adapts to a new environment and evolves over time. Early work
focused on genes or portions of DNA with only two variants, the
wildtype allele and the mutated allele. By modeling the fraction
of the wildtype allele as a Markov process, expressions were found
for the probability of fixation of the mutant allele and conditionally
on this, the expected waiting time until fixation. An overview of
some of these results can be found in the monographs of Crow
and Kimura (1970), Ewens (2004) and Durrett (2008).

More recently, researchers have addressed the more challeng-
ing problem of analyzing evolution of whole DNA sequences of
nucleotides of length L, written on the four letter alphabet
A;C;G; T. The evolutionary process is then a random walk on the
large fitness landscape of DNA strings (Gillespie, 1984), whose
steps are initiated by point mutations at single nucleotides. In
order to simplify the analysis, Gillespie assumed a small mutation
rate and a fixed state model, whereby all individuals in the popu-
lation at any time point have the same DNA string. The transition
rates between two neighboring fixed states of the random walk
can be then derived from the fixation probability and waiting time
formulas of the classical theory, treating the original and mutated
sequence as the wildtype and mutant allele. For instance,
Chatterjee et al. (2014) studied the waiting time until a certain
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1 Our framework is easily modified to accommodate other alphabets, such as
binary strings with A ¼ 0;1f g.

O. Hössjer, Günter Bechly and A. Gauger Journal of Theoretical Biology 524 (2021) 110657
target of DNA sequences is reached; all sequences whose fraction
of mismatches with one or a few fixed DNA sequences is at most
c. For a neutral model, they showed that this waiting time
increases either polynomially or exponentially with L, depending
on whether c is larger or smaller than 3=4.

For the evolution of gene expression, it is of interest to consider
changes of non-coding DNA, more specifically evolution of regula-
tory regions within the enhancer or promoter region of a gene,
whose length L is of the order 1000. Transcriptional regulation is
perhaps the most studied form of gene regulation, where transcrip-
tion factor proteins recognize and bind to short subsequences of
the regulatory region, so that the expression of the nearby gene
changes. These subsequences are called binding sites, and typically
they have a length of 6–10 nucleotides. The target of the random
walk then consists of all regulatory sequences along which at least
one of a few pre-specified binding sites appears somewhere along
the sequence, possibly allowing for mismatches at one or a few
nucleotides between a binding site and a substring of the regula-
tory sequence (Stone and Wray, 2001; MacArthur and Brockfield,
2004; Yona et al., 2017). The waiting time until the expression of
the gene changes, is modeled as the time until the random walk
hits the target, and it depends on the mutation rate, the selective
advantage of the mutated regulatory sequence, the size of the pop-
ulation, the length of the regulatory sequence and the length of the
binding sites (Durrett and Schmidt, 2007, 2008; Behrens and
Vingron, 2010; Behrens et al., 2012; Nicodéme, 2012; Tuğrul
et al., 2015; Sanford et al., 2007, 2015). For more complex adapta-
tions of a species, it is necessary that several genes are modified in a
coordinated manner, either through mutations in the coding
sequence, or through changed expression of these m genes. For
instance, the fossil record is often interpreted as having long peri-
ods of stasis (Voje et al., 2018), interrupted by more abrupt changes
and ‘‘explosive” origins (Bechly and Meyer, 2017). These changes
include, for instance, the evolution of life (Bell et al., 2015), photo-
synthesis (Hecht, 2013), multicellularity and the ‘‘Avalon Explo-
sion” (Shen et al., 2008), animal body plans and the ‘‘Cambrian
Explosion” (Erwin and Valentine, 2013), complex eyes (Paterson
et al., 2011), vertebrate jaws and teeth (Fraser et al., 2010), terres-
trialization (e.g., in vascular plants, arthropods, and tetrapods)
(Bateman et al., 1998), insect metamorphosis (Labandeira, 2011),
animal flight and feathers (Wu et al., 2018; Yang et al., 2019),
reproductive systems, including angiosperm flowers, amniote eggs,
and the mammalian placenta (Chuong, 2013; Doyle, 2012; Roberts
et al., 2016; Sauquet, 2017; Specht and Bartlett, 2009), echoloca-
tion in whales (Churchill et al., 2016; Park et al., 2016) and bats
(Simmons et al., 2008), and even cognitive skills of modern man
(Neubauer et al., 2018). Based on radiometric dating of the avail-
able windows of time in the fossil record, these genetic changes
are believed to have happened very quickly on a macroevolution-
ary timescale. In order to evaluate the chances for a neo-
Darwinian process to bring about such major phenotypic changes,
it is important to give rough but reasonable estimates of the time it
would take for a population to evolve so that the required multiple
genetic changes occur.

In this paper we focus on the coordinated evolution of gene
expression of existing genes, and ask the question how long time
Tm it would take for a species to change the expression of m dis-
tinct genes. This corresponds to the time it would take for the
required binding sites, in the regulatory sequences of m distinct
genes, to evolve in a coordinated way. The microevolutionary pro-
cess is then a random walk on a fitness landscape of regulatory
arrays, that is, a random walk on m� L matrices, whose rows are
the regulatory sequences of all m genes. The target of this process
consists of all regulatory arrays for which at least one of the
required binding sites has been reached (possibly with some mis-
matches) in the enhancer or promoter regions of all m genes, or
equivalently, the time until the gene-specific targets of all m regu-
latory sequences (the rows of the array) have been reached.

In order to find the statistical distribution of Tm, we model the
microevolutionary dynamics as a population of regulatory arrays,
according to a multitype Moran model (Moran, 1958a, Section 3.4
of Ewens, 2004). This is a continuous time Markov process with
overlapping generations, point mutations and selection, where
each individual is represented by its regulatory array. The selective
fitness of an individual is a function of its regulatory array; more
specifically it depends on how many of the m required gene-
specific targets that have been reached, in a pre-specified or arbi-
trary order. Since the state space of a Moran process of regulatory
arrays is huge, we simplify the problem in three steps. First, we
adopt a fixed state population assumption, whereby all individuals
at any time point have the same regulatory array, the so-called
consensus array. Second, we clump these consensus arrays into a
smaller number of components, each of which has its own selec-
tive fitness. This gives rise to an array component process, where
the component to which the consensus array process belongs is
monitored over time. Third, we assume that this array component
process is a continuous time Markov process. From this it follows
that Tm has a phase-type distribution (Neuts, 1981; Asmussen
et al., 1996), since it is the waiting time until a Markov process
reaches an absorbing state, where all m targets have been reached.
Our work is a follow-up paper of Hössjer et al. (2018), where we
studied the waiting time for coordinated mutations to appear,
without focusing on regulatory sequences.

The paper is organized as follows: In Section 2 we first intro-
duce the model more casually, with all its relevant input parame-
ters, and present the waiting time distribution in some special
cases. Then in the following sections we develop our model in
more detail. First we present the m� L regulatory array of nucleo-
tides in Section 3, for each individual of the studied population, and
define the time dynamics of the population in terms of a Moran
model in Section 4. The fixed state population assumption is intro-
duced in Section 5, the components of regulatory arrays are
defined in Section 6, and the array component process in Section 7.
This makes it possible to present the main result of the paper in
Section 8, the phase-type distribution formulas for the waiting
time Tm. In Section 9 we give more explicit formulas for the initial
distribution and intensity matrix of the Markovian array compo-
nent process, in terms of the input parameters of the model. These
results are used in Section 10 in order to compute the waiting time
distribution numerically for some example models. Possible exten-
sions are discussed in Section 11, whereas further numerical and
mathematical results are provided in Appendices A-D.
2. Problem definition

2.1. Model and its input/output parameters

Consider a haploid population with N individuals, each of which
has one copy of the genome of a particular species. We will analyze
the evolution of m regulatory sequences in the enhancer/promoter
regions of m distinct genes in this population. Each regulatory
sequence consists of L nucleotides, written in the four letter1

alphabet

A ¼ A ¼ adenine;C ¼ cytosine;G ¼ guanine; T ¼ thyaminef g:
ð1Þ

Typically L is of the order 1000, whereas m is a number between 1
and 10. The population has overlapping generations, and the



Fig. 1. Illustration of m ¼ 3 regulatory sequences of length L ¼ 20. There are K1 ¼ 2 targeted binding sites of length W ¼ 6 at gene 1 (b11 ¼ G;G;G;G;G;Gð Þ and
b12 ¼ A;A;A;A;A;Að Þ), K2 ¼ 1 targeted binding site at gene 2 (b21 ¼ C;C;C;C;C;Cð Þ) and K3 ¼ 1 targeted binding site at gene 3 (b31 ¼ T; T; T; T; T; Tð Þ). A word of length W ¼ 6
that perfectly matches a targeted binding site of that row is marked with red, whereas a word with one mismatch to a targeted binding site of that row, is marked with yellow.
If the order 1,2,3 of target appearance is fixed, it follows that 1 target has been reached globally if no mismatches are allowed (dmax ¼ 0), whereas 3 targets have been reached
globally if one mismatch is allowed (dmax ¼ 1). On the other hand, if the order or target appearance is arbitrary, it follows that 2 targets have been reached globally if dmax ¼ 0,
whereas 3 targets have been reached globally if dmax ¼ 1.

2 This definition of selection coefficients will be generalized at the end of
Section 6.2.

O. Hössjer, Günter Bechly and A. Gauger Journal of Theoretical Biology 524 (2021) 110657
genetic composition evolves in continuous time t P 0 (counted in
units of generations) according to a Moran model with genetic drift,
selection, and mutations. Point mutations occur with a probability
l per individual, generation and nucleotide. Whenever a mutation
at a particular nucleotide occurs, the probability is pxy that an allele
x changes into y, where x; y 2 A. Our goal is to study the waiting
time Tm until transcription factors have recognized and attached
to at least one of Kj P 1 substrings of enhancer/promoter region j,
for all genes j ¼ 1; . . . ;m and all individuals in the population. Such
a substring is referred to as a binding site, and its length W is typ-
ically a number between 6 and 10. For the purpose of illustration,
we depict in Fig. 1 the regulatory sequences and targeted binding
sites for a system with m ¼ 3; L ¼ 20, and W ¼ 6.

Whenever a transcription factor attaches to one of all Kj possi-
ble binding sites of an enhancer/promoter region j, we say that the
target of the corresponding gene has been reached. We will allow
for a maximal mismatch dmax between a substring of the regulatory
sequence of gene j, and one of its targeted binding sites, in order for
the target of this gene to be reached. Typically dmax 2 0;1;2;3;4f g,
assuming that the occupancy of a transcription factor on its bind-
ing site is in thermodynamic equilibrium. The transcription factors
will bind to a DNA string of length W, if the binding free energy
between the factor and the string is small enough, or if the binding
affinity is large enough. It is often assumed that the binding free
energy is proportional to, or some other increasing function of
the number of mismatches (Berg and von Hippel, 1987; Fields
et al., 1997, Chapter 11 of Phillips et al., 2013), and therefore bind-
ing might occur, in spite of a small number of mismatches (Durrett
and Schmidt, 2007; Tuğrul et al., 2015).

We will distinguish between a local target of a particular gene j,
that a transcription factor attaches to one of its binding sites, and
the number of targets that have been reached for the whole system
of m genes. The latter will also depend on the order of target
appearance (TA). If the order of target appearance is arbitrary
(TA = arbitrary), the global number of reached targets is simply
the sum of the number of local targets that have been reached.
On the other hand, if the targets have to appear in a fixed order
1; . . . ;m (TA = fixed), then the global number of reached targets is
the largest number j for which all local targets 1; . . . ; j have been
reached. A mutation is referred to as a forward mutation if it
increases or does not change the number of globally reached tar-
gets, whereas a backward mutation decreases the number of glob-
ally reached targets. Forward mutations are always allowed,
whereas a backward mutation is allowed with probability
0 6 c 6 1. We will further assume that the selective advantage or
reproductive success of an individual is sh if h of its binding site tar-
gets have been reached globally.2 These selection (or fitness) coeffi-
cients satisfy s0 ¼ 1 and sh 2 0;1ð � for h ¼ 1; . . . ;m, corresponding
either to negative selection (0 < sh < 1), neutrality (sh ¼ 1) and pos-
itive selection (sh > 1). It is inherently difficult to estimate sh,
although it is well known that only a very small fraction of muta-
tions are beneficial in the sense that they increase the fitness coeffi-
cients of an individual (Kimura, 1979; Betancourt, 2007; Orr, 2010).
In this paper, however, we have a pre-specified target of m possible
binding sites. For this reason, the selection coefficients should rather
be chosen specifically for each possible application of the model,
based on the predicted fitness for individuals who have 0;1; . . . ;m
of the binding sites fixed globally.

The input parameters of the model are listed in the upper part
of Table 1. Our goal is to find how these parameters impact the dis-
tribution function of the waiting time Tm, in particular the
expected value and variance. In order to get tractable expressions
for the waiting time distribution, a number of approximations
are developed in Sections 3–7. Readers who want to focus on the
main results of this paper may first go through the examples of
Section 2.2 and then proceed to Section 8, where a general
phase-type distribution formula for Tm is presented.

2.2. Some introductory waiting time formulas

In the rest of Section 2 we will approximate the waiting time
distribution in some special cases, in order to provide an intuitive
understanding of how the input parameters of the model affect this
distribution. It is possible to deduce these formulas from the gen-
eral theory of Section 8, as will be shown in Section 10 and Appen-
dix B.

In all examples of this section we will assume that mutations
between all pairs of nucleotides are equally likely (Jukes and
Cantor, 1969), corresponding to a transition matrix

P ¼ pxy

� � ¼
0 1=3 1=3 1=3

1=3 0 1=3 1=3
1=3 1=3 0 1=3
1=3 1=3 1=3 0

0
BBB@

1
CCCA; ð2Þ

with a uniform stationary distribution

pA ¼ pC ¼ pG ¼ pT ¼ 1=4 ð3Þ
of all four nucleobases.



Table 1
Input parameters (upper part) and output parameters (lower part).

Symbol Definition

N Population size.
m Required number of coordinated targets to appear, in each of the enhancer or promoter regions of m genes, in order for a protein to be expressed.
L Length of the regulatory sequence in each enhancer/promoter region.
W Word length, or length of a binding site (2 6;7;8;9;10f g).
l Mutation probability per individual, generation and nucleotide.
P Matrix with mutation probabilities between all pairs of alleles (¼ pxy; x; y 2 A;C;G; Tf g

� �
).

sj Selection coefficient when j 2 0;1; . . . ;mf g binding site targets have been reached (2 0;1ð �, with s0 ¼ 1).
c Probability that a backward mutation is allowed (2 0;1½ �).
Kj Number of possible binding site targets in enhancer/promoter region j.
bjk Binding site target number k in enhancer/promoter region j (¼ bjk1; . . . ; bjkW

� �
).

dmax Maximal number of mismatching nucleotides, in order for a target to be reached (2 0;1;2f g).
Tm Waiting time until m targets have been fixed in the population.
E Tmð Þ Expected value of Tm.
Var Tmð Þ Variance of Tm .
FTm Distribution function of Tm .
f Tm

Density function of Tm .
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2.2.1. One gene (m ¼ 1)
To start with, we will analyze the waiting time T1 until a single

binding site at one gene is reached with perfect match
(K1 ¼ m ¼ 1; dmax ¼ 0). Let H0 be the number of substrings of the
regulatory sequence that perfectly match the targeted binding site
at time t ¼ 0. We will refer to H0 as a hit variable, since it counts
the number of substrings that hit (or belong to) a certain set of
words of length W, in this case the single targeted binding site.
Since the stationary distribution of the Juke-Cantor model is uni-
form (3), each word of length W has the same probability 4�W .
From this it follows that the expected value of the hit variable is
E H0ð Þ ¼ L04

�W , where L0 ¼ L�W þ 1 is the number of possible
starting points of a binding site along the regulatory sequence.
We have that T1 ¼ 0 if H0 > 0, whereas if H0 ¼ 0 our first approx-
imation entails that T1 is exponentially distributed with rate

k ¼ L03W4�W � Nl
3

� b s1ð Þ ð4Þ

The probability that a word of length W has one mismatch with the
targeted binding site is 3W4�W for the Juke-Cantor model. There-
fore, the first term E H1ð Þ ¼ L03W4�W of (4) is the expected value
of H1, the number of substrings of lengthW at time t ¼ 0, of the reg-
ulatory sequence, with only one mismatch to the targeted binding
site. We will refer to H1 as a minus 1 hit variable, since it records
how many substrings that lack one match (in this case W � 1
nucleotides rather than W) with the targeted binding site. The sec-
ond term Nl=3 of (4) is the rate at which one single word of length
W, with one mismatch to the targeted binding site, mutates in some
individual at the nucleotide where it differs from the target (at rate
Nl) to the targeted allele (with probability 1=3 for the Juke-Cantor
model). Finally, the third term

b sð Þ ¼ bN sð Þ ¼ 1=N; s ¼ 1;
1� s�1
� �

= 1� s�N
� �

; s– 1;

(
ð5Þ

of (4) is a fixation probability of a Moran model (Komarova et al.,
2003, Section 6.1 of Durrett, 2008), i.e. the probability that a tar-
geted mutation with selection coefficient s gets fixed in the popula-
tion, if all the other N � 1 individuals have selection coefficient 1 at
the time when the mutation first appears. Assuming that H0 has a
Poisson distribution, it follows that T1 is zero and positive with

probabilities P H0 > 0ð Þ ¼ 1� e�L04
�W

and P H0 ¼ 0ð Þ ¼ e�L04
�W

respectively. Putting things together, the sought for waiting time

T1 2L 1� e�L04
�W

� �
d0 þ e�L04

�W
Exp kð Þ ð6Þ
is approximately a mixture of a one-point distribution d0 at 0 and an
exponential distribution with rate k. The corresponding expected
waiting time is

E T1ð Þ ¼ lNb s1ð ÞL0W4�W
h i�1

e�L04
�W

: ð7Þ

A more refined approximation of T1 is obtained by conditioning not
only on whether H0 is zero or positive, but also on the value of the
minus one hit variable H1 when H0 ¼ 0. Assume that H1 is approx-
imately Poisson distributed (with expected value as defined below
(4)) and independent of H0. If also the conditional distribution of

T1 satisifies T1jH1 ¼ n 2L Exp n � Nl=3 � b s1ð Þð Þ, it follows that

T1 2L 1� e�L04
�W

� �
d0

þ e�L04
�WX1

n¼1

e�L03W4�W
L03W4�Wð Þn
n! Exp n�Nlb s1ð Þ

3

� �
;

ð8Þ

a formula obtained by Durrett and Schmidt (2007) when s1 ¼ 1 and
b s1ð Þ ¼ 1. Whereas (6) approximates the distribution of T1 well
when E H1ð Þ is large (i.e. when L is large or W is small), (8) is even
more accurate if s1 is large as well. However, when E H1ð Þ gets small
and s1 is not very large, we need a more general phase-type distri-
bution formula for T1. This formula should incorporate the possibil-
ity that at least two mutations are needed to reach the target

(H0 ¼ H1 ¼ 0), as well as the number H2 2L Po 9
2W W � 1ð Þ4�W
� �

of

substrings of the regulatory sequence of length W that differ from
the targeted binding site at two positions at time t ¼ 0. If two muta-
tions are needed to reach the target they are either fixed one by one
or through stochastic tunneling (Carter and Wagner, 2002;
Komarova et al., 2003; Iwasa et al., 2004), where the second muta-
tion occurs before the first one has been fixed. The latter option has
an impact on the waiting time distribution only when s1 is large. If
s1 is large, the resulting distribution of T1 is a approximately a mix-
ture of exponentials that, apart from the terms of (8), also incorpo-
rates a positive weight for the H0 ¼ H1 ¼ 0 event that at least two
mutations are required to reach the targeted binding site (Durrett
and Schmidt, 2007). On the other hand, if s1 is not very large and
two mutations are required to reach the target, then a more general
phase-type distribution is needed for T1.

The accuracy of formulas (6) and (8), as approximations of the
waiting time T1, will be further discussed in Section 10.1 and
Appendix B.1.



Fig. 2. Distribution functions (left) and density functions (right) for the waiting time Tm when m ¼ 1 (solid), m ¼ 2 (dash-dotted), m ¼ 3 (thick solid) andm ¼ 4 (dotted). The
backward mutation probability c and the target appearance rule (TA) are defined as follows. Upper: c ¼ 0 and TA = fixed order, Middle: c ¼ 0 and TA = arbitrary order, and
Lower: c ¼ 1 and TA = fixed or arbitrary order. The other parameters are the same as in Table 3. In particular, the model is selectively neutral and stochastic tunneling is
accounted for. Since the waiting time is larger when c ¼ 1, the lower row has a different scale along the x-axis (3 � 109 generations) than the upper and lower subplots (6 � 108

generations).
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2.2.2. Several genes (m > 1)
Next we consider the waiting time Tm until the targets of

m > 1 genes are reached with perfect match (dmax ¼ 0) when
there is only one targeted binding site per gene (Kj ¼ 1) and
Juke-Cantor’s mutation model (2) is used. We will assume that
the model is neutral (s1 ¼ . . . ¼ sm ¼ 1). In Appendix B.1 we
motivate in detail that for neutral models it suffices to summa-
rize information about each regulatory sequence in terms of
whether there is at least one hit (H0 > 0) or not (H0 ¼ 0). Making
use of this approximation, it can be shown very explicitly that
the back mutation probability c influences the waiting time a
lot, in particular when the order of target appearance is arbitrary
(TA = arbitrary). This is illustrated in the middle and lower parts
of Fig. 2, with plots of the distribution and density functions of
Tm, for different values of m.

In order to quantify how the parameters of the model affect Tm,
we will present some formulas for E Tmð Þ. If back mutations are not
allowed, E Tmð Þ increases linearly or logarithmically with m
depending on whether the order of target appearance is fixed or
arbitrary. On the other hand, if back mutations are allowed, then
E Tmð Þ increases exponentially with m. In order to motivate this
we will first assume that the order of target appearance TA = arbi-

trary, and let j1 ¼ exp �L04
�W

� �
¼ P H0 ¼ 0ð Þ be the probability

that at each regulatory sequence has no subsequence at time
t ¼ 0 that matches the targeted binding site. The number regula-
tory sequences that have not yet reached their local targets at
t ¼ 0 has a binomial distribution Bin m;j1ð Þ. Conditioning on how
many genes that have reached their local targets at time t ¼ 0,
we motivate in Section 10.2 that
E Tmð Þ ¼ lL0W4�W
� ��1Xm

c¼1

m
c

� �
1� j1ð Þm�cjc

1

�
Xm�1

h¼m�c

Xh
k¼0

m�1
kð Þ

m�kð Þ m�1
hð Þ � r

h�k

�
lL0W4�W
� ��1

log mð Þ þ 0:5772ð Þ; c ¼ 0;

lL0W4�W
� ��1

1þ rð Þm= rmð Þ; 0 < c 6 1;

8><
>:

ð9Þ

for large m, where am � bm means that am=bm ! 1 as
m ! 1;lL0W4�W is the rate in (4) at which each local target
appears for a neutral model, and

r ¼ cP H0 ¼ 0ð Þ
P H0 > 0ð Þ ¼ ce�L04

�W

1� e�L04
�W ð10Þ

is the ratio between the rates at which local targets are lost and
acquired. Formula (9) also holds for TA = fixed when c ¼ 1, whereas

E Tmð Þ ¼ lL0W4�W
� ��1

e�L04
�W �m; when c ¼ 0: ð11Þ

Consequently, the mode of target appearance has no impact on the
waiting time Tm when all back mutations are allowed (c ¼ 1). On
the other hand, when no back mutations are allowed (c ¼ 0), it
takes longer time to reach all m targets when they have to appear
in a fixed order.



Table 2
List of mathematical notation. The table is divided into four parts, separated by empty lines. They correspond to generic notation (G), notation for regulatory sequences (RS),
notation for regulatory arrays (RA) and notation for regulatory array components (RAC).

Category Symbol Definition

G i Number of an individual (2 1; . . . ;Nf g).
j Number of a gene, and its associated regulatory sequence (2 1; . . . ;mf g).
l Nucleotide locus number (2 1; . . . ; Lf g).
k Number of a specific binding site target within enhancer/promoter region j (2 1; . . . ;Kj

� �
).

t Time, counted in units of generations (P 0).
w Position of a letter within a word (2 1; . . . ;Wf g).
d Number of mismatches between a regulatory sequence and the closest targeted binding site.
x; y Allele, i.e. type of letter or nucleobase (2 A ¼ A;C;G; Tf g).
px Probability that a nucleotide has allele x.
b sð Þ Fixation probability, for one regulatory array with selection coefficient s, when all other N � 1 arrays in the population have selection coefficient 1.

RS x; y Regulatory sequence (x ¼ x1; . . . ; xLð Þ; y ¼ y1; . . . ; yLð Þ).
dj xð Þ Number of mismatches between regulatory sequence x and the closest targeted binding site of enhancer/promoter region j.
X State space of regulatory sequences (¼ A;C;G; Tf gL).
hj xð Þ Binary variable that indicates whether the target for regulatory sequence x in promoter region j has been reached or not.
Xtj ið Þ Regulatory sequence of individual i in enhancer/promoter region j at time t (= Xtj1 ið Þ; . . . ;XtjL ið Þ� �

).
Xtj Consensus sequence of individual i in enhancer/promoter region j at time t (= Xtj1; . . . ;XtjL

� �
).

RA x; y Regulatory array (x ¼ xT1 ; . . . ; x
T
m

� �T ¼ xjl
� �

; y ¼ yT1; . . . ; y
T
m

� �T ¼ yjl
� �

, with 1 6 j 6 m;1 6 l 6 LÞ.
X State space of regulatory arrays (¼ Xm).
h xð Þ Type of array x, i.e. how many targets that have been reached globally within x (2 0; . . . ;mf g).
Xt ið Þ Regulatory array of individual i at time t (¼ Xt1 ið ÞT ; . . . ;Xtm ið ÞT

� �T
).

Xt Consensus array at time t (¼ XT
t1; . . . ;X

T
tm

� �T
).

px Stationary probability that the consensus array process Xt equals x (for a neutral model).
rxy Transition rate, for consensus array process Xt , to jump from x to y, when x– y.

R Intensity matrix of the consensus array process Xt (¼ rx;y

� �
x;y2X

).

RAC C Number of components of the set X of regulatory arrays (P 2).
C Number of components of the set X of regulatory arrays that represent a final state, where all targets have been reached (2 1; . . . ; C � 1

n o
).

C Set of all array components (¼ 0; . . . ;C � 1
n o

).

Cj Number of components of the set X of regulatory sequences for enhancer/promoter region j.
X c Component number c among all regulatory arrays (with order number 2 C, and c ¼ c1; . . . ; cmð ÞÞ for distance-based components).
g cð Þ Type of all arrays in component X c .
Ztc Fraction of individuals with regulatory array in component c at time t.
Zt Array component distribution at time t (¼ Zt0; . . . ; Zt;C�1

� �
).

Ct Component to which the consensus array Xt belongs at time t.
jc Stationary probability (for neutral model) that the array component process Ct equals c.
kcd Transition rate, for array component process Ct , to jump from c to d, when c – d.
K Intensity matrix of the array component process Ct ¼ kcdð ÞC�1

c;d¼0Þ.
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3. Regulatory arrays

In this section we will introduce regulatory arrays and some of
the notation used in the rest of the paper (see Table 2 for a sum-
mary of the most important symbols). This will make it possible
to formulate in more detail the waiting time Tm until all m targets
have been reached globally. At each time point t P 0, we denote
the regulatory sequence of individual i 2 1; . . . ;Nf g that influences
gene j, as a vector

Xtj ið Þ ¼ Xtj1 ið Þ; . . . ;XtjL ið Þ� � 2 X ¼ AL;

whose components Xtjl ið Þ 2 A are nucleotides (1) at L consecutive
loci l ¼ 1; . . . ; L. We also represent all m regulatory sequences of
individual i at time t as one single regulatory array or matrix

Xt ið Þ ¼ Xt1 ið ÞT ; . . . ;Xtm ið ÞT
� �T

2 X ¼ Xm

of dimension m� L, where T denotes matrix transposition. Each
entry j; lð Þ of this array will be referred to as a position, and Fig. 1
illustrates a regulatory array with m ¼ 3; L ¼ 20 and 3� 20 ¼ 60
positions. In order to define the waiting time Tm, we assign for each

regulatory array x ¼ xT
1; . . . ; x

T
m

� �T 2 X a number h xð Þ 2 0;1; . . . ;mf g
that specifies how many gene-specific targets that have been
reached globally, also referred to as the type of the array. We can
also think of h xð Þ as the type of an individual whose DNA at the
m regions is represented by the regulatory array x, and whose selec-
tion coefficient is sh xð Þ. The time until all m targets have been

reached globally, for all individuals in the population, is

Tm ¼ min t P 0;h Xt ið Þð Þ ¼ m for i ¼ 1; . . . ;Nf g: ð12Þ

For any sequence x ¼ x1; . . . ; xLð Þ 2 X of enhancer/promoter region j,
we define a binary function hj xð Þ 2 0;1f g that specifies whether the
target has been reached (1) or not (0) locally within this sequence.
The type of an individual will depend on its regulatory array x and
the order of target appearance, as

h xð Þ ¼
min j; 1 6 j 6 m; hj xj

� � ¼ 0
� �� 1; TA ¼ fixed;Xm

j¼1

hj xj
� �

; TA ¼ arbitrary;

8><
>:

ð13Þ

with the convention min£ ¼ mþ 1 (and hence h xð Þ ¼ m) in the
upper row of (13), when all targets have been fixed locally. It is also
possible to choose h in other ways, for instance so that some gene-
specific targets have to appear in a pre-determined order, whereas
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others may arrive in any order. In order to define the region specific
target functions hj xð Þ, we let

dj xð Þ ¼ min
16k6Kj

min
16l6L0

jxl:lþW�1 � bjkj ð14Þ

be the number of mismatches between x and the closest of the tar-
geted binding sites bj1; . . . ;bjKj

of region j. The vector
xl:lþW�1 ¼ xl; . . . ; xlþW�1ð Þ is the substring of x of length W that starts
at locus l, and jxl:lþW�1 � bjkj the Hamming distance between xl:lþW�1

and bjk ¼ bjk1; . . . ; bjkW

� �
, i.e. the number of nucleotides at which

these two words of length W differ. Since we assume that a target
in x is reached when there are at most dmax mismatches between
x and the closest targeted binding site, it follows that3

hj xð Þ ¼ 1 dj xð Þ 6 dmax
� �

: ð15Þ
4. A Moran model for the population dynamics

We will use a haploid, multitype Moran model with mutations
and selection in order to study the time dynamics of the regulatory
arrays Xt ið Þ; i ¼ 1; . . . ;Nf g of all individuals in the population. More
specifically, we assume the following:

1. Each individual dies independently according to a Poisson pro-
cess with rate 1.

2. An individual’s type h xð Þ is a function of its regulatory array x.
When an individual dies, an offspring of some randomly chosen
individual (including the one that dies) replaces it. The parent is
chosen among the N individuals in the population, with proba-
bilities proportional to their selection coefficients sh xð Þ.

3. If the parent has a regulatory array x ¼ xjl
� �

, then the offspring
in ii) is assigned an array y ¼ yjl

� �
, where mutations (xjl ! yjl)

occur independently between all loci j; lð Þ with probability l.
Whenever a mutation occurs, the nucleotide is changed from
xjl to yjl with probability pxjlyjl

.

Although generations are overlapping, we notice from step i)
that the lifetime of each individual is exponentially distributed
with expected value 1, so that t is counted in units of generations
and therefore l in step iii) is the mutation rate per locus and gen-
eration. The matrix P ¼ pxy

� �
is the transition matrix of a Markov

chain, whose state space consists of the four alleles x 2 A in (1).
This matrix has zeros along the diagonal, since pxy is the probability
of having a change from allele x to y at a particular locus, when an
offspring is formed. Assuming that P is irreducible, it has a unique
stationary distribution

p ¼ pA;pC ;pG;pTð Þ; ð16Þ
i.e. a unique probability vector satisfying p ¼ pP. The simplest
example is the Jukes-Cantor model in (2), with a uniform stationary
distribution (3). But it is also possible to choose

P ¼

0 a1pC a2pG a3pT

a1pA 0 a4pG a5pT

a2pA a4pC 0 a6pT

a3pA a5pC a6pG 0

0
BBB@

1
CCCA;
3 More generally, one may assume that a transcription factor binds to a binding site
within regulatory sequence x with a probability that is modeled by a Fermi function
hj xð Þ ¼ 1þ exp e dj xð Þ � d0

� �� �� ��1, where d0 is the number of mismatches for which
the binding probability equals 1/2, whereas 0 < e < 1 quantifies how sensitive the
binding probability is to the number of mismatches (Berg and von Hippel, 1987). We
may regard (15) as a limiting Fermi function when d0 ¼ dmax þ 1=2 and e! 1.
as the transition matrix of a time-reversible Markov chain in such a
way that its stationary distribution coincides with a prescribed
probability vector p. There are six parameters a1; . . . ;a6 that can
be varied with two degrees of freedom, since the four row sums
of P must equal 1 (Lanave et al., 1984).

5. Fixed state approximation

Our framework in this paper is a small or intermediately sized
population, such that

NLl� 1: ð17Þ

For instance, if L ¼ 103 and the human mutation rate l ¼ 10�8 of
nuclear DNA is used (Scally and Durbin, 2012), then (17) translates
to an effective size N � 105, which is reasonable assumption for the
human population (Tenesa et al., 2007) as well as other populations
of small or intermediate size. Formula (17) implies a weak-
mutation condition Nl� 1, so that the mutation rate l is small
in comparison to the inverse population size. This implies that most
regulatory arrays Xt ið Þ of the population will look very similar, at
any time point t. By this we mean that one allele x ¼ Xtjl will dom-
inate at most positions j; lð Þ. This can be motivated in several ways.
First, the nucleotide diversity pnucl is the proportion of nucleotides
that differ between two randomly chosen individuals, and it is well
known that whenever Nl is small, pnucl is of order Nl, see for
instance Durrett (2008, p. 39) Second, most new mutations
Xtjl ! y will be unsuccessful, that is, they will soon die out and
not spread to the whole population. Moreover, whenever (17) holds,
the time between two successful mutations at position j; lð Þ will be
large in comparison to the time it takes for such mutations to
spread after their first appearance, see for instance Hössjer et al.
(2018) and references therein. When studying the evolution of the
population as a whole, it is therefore reasonable to look at the time
dynamics of a consensus array

Xt ¼ XT
t1; . . . ;X

T
tm

� �T
¼ Xtjl; 1 6 j 6 m;1 6 l 6 L
� �

; ð18Þ

rather than the dynamics of the genetic composition of all arrays
Xt ið Þ; i ¼ 1; . . . ;Nf g in the population. We will further assume that
all individuals share this consensus array, a so-called fixed state pop-
ulation model. By this we mean that at any time point t, all individ-
uals i ¼ 1; . . . ;N have the same state or regulatory array
Xt ið Þ ¼ Xt 2 X . This gives a simplified definition

Tm ¼ min t > 0; h Xtð Þ ¼ mf g ð19Þ
of the waiting time in (12), until all targets have been fixed globally
in the population.

We will postulate that Xt ; t P 0f g is a continuous time Markov
process with state space X . Because of the memoryless property of
Markov processes, it follows that the distribution of Xt ; t P 0f g is
determined by the initial distribution of X0 and its intensity
matrix. We will assume that all loci of X0 vary independently, with
marginal distribution (16), so that for any regulatory array

x ¼ xT
1; . . . ; x

T
m

� �T , we have that

P X0 ¼ xð Þ ¼
Y
j;l

pxjl ¼:
Ym
j¼1

pxj ¼: px: ð20Þ

The intensity matrix R ¼ rxy

� �
of Xt has non-diagonal entries rxy

that correspond to the rate of jumping from x to y when y – x,
whereas rxx ¼ �Py;y–xrxy is minus the rate of leaving array x. We

further assume that it is only possible to have a transition from reg-
ulatory array x to those arrays y that differ from x at one or two
positions.In order to motivate the first type of transition, suppose
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that the current consensus array of the population is Xt ¼ x. If a
mutation occurs, then the array y of the offspring satisfies
jy � xj ¼ 1, with xjl – yjl at precisely one position j; lð Þ.The probabil-
ity for a mutation x ! y to happen in some individual is Nlpxjlyjl

, so

that N � 1 individuals have type x and 1 individual has type y.
Ignoring the possibility of other mutations, we then use that the fix-
ation probability of y, when initially all other individuals carry array

x, is b sh yð Þ=sh xð Þ
� �

, with b �ð Þ as defined in (5). Finally,if x ! y is a

back mutation (h y
� �

< h xð Þ), it is accepted with probability c,

whereas a forward mutation (h y
� �

P h xð Þ) is always accepted. In

Appendix C.1 we motivate that the above-mentioned three steps
(mutation, fixation, and acceptance of a back mutation) can be com-
bined into one single rate

rxy ¼ Nlb
sh yð Þ
sh xð Þ

 !
c1 h yð Þ<h xð Þð Þpxjlyjl

ð21Þ

of changing the fixed state of the population from x to y whenever

jy � xj ¼ 1 and xjl – yjl, using a convention 00 ¼ 1 in (21) when
c ¼ 0.

In order to motivate the second type of transition of the consen-
sus array process, from fixed state Xt ¼ x to another fixed state y
with jy � xj ¼ 2, assume that x and y differ at the two positions
j1; l1ð Þ and j2; l2ð Þ. A transition from x to y must therefore occur in
two steps, along either of the two paths x ! v ! y or
x ! w ! y, where v and w differ from x at positions j1; l1ð Þ and
j2; l2ð Þ respectively. It follows that the transition rate rxy from x

to y will be the sum of the rates at which changes appear along
each of these two paths. In order to find the appearance rate of
these two paths we need to incorporate stochastic tunneling. Since
there is yet no general theory of stochastic tunneling for multitype
Moran processes, we will give rather crude estimates of the
appearance rate of y along each one of these two paths. Starting
with path x ! v ! y, we must first have a mutation x ! v at rate
Nlpxj1 l1 ;yj1 l1

, so that the composition of the population changes to

N � 1 individuals with array x and one individual with array v .
Then, before the newly mutated array v either dies out or increases
to a high frequency, it must have at least one mutated offspring
v ! u (the tunneling event), whose descendants then spread to
the whole population. The array u that spreads to the whole pop-
ulation must then equal y and finally, be accepted with probability

c1 h yð Þ<h xð Þð Þ. Our expression for the appearance rate of y along path
x ! v ! y will involve rxv , which is the ratio of the probability that
v has some offspring u that first appears, gets mutated at position
j; lð Þ – j1; l1ð Þ and then gets fixed, divided by the probability that a

randomly chosen such mutated offspring u gets fixed, given that u
first appeared and was mutated. In simpler words, rxv quantifies
how simple it is for a stochastic tunneling event v ! u to occur,
once v exists in the population, in comparison to the chances of
a single copy of u to get fixed, once u exists in the population. A
similar argument applies for the appearance rate of y along the
other path x ! w ! y, and this rate will involve the analogous
quantity rxw. By adding the rates of the two paths x ! v ! y and
x ! w ! y, we motivate in Appendix C.1 that

rxy ¼ Nl mL� 1ð Þ�1 rxv þ rxw
� �

b
sh yð Þ
sh xð Þ

 !
c1 h yð Þ<h xð Þð Þpxj1 l1 yj1 l1

pxj2 l2 yj2 l2

ð22Þ

when jy � xj ¼ 2 and x and y differ at positions j1; l1ð Þ and j2; l2ð Þ.
For a neutral model (s0 ¼ s1 ¼ . . . ¼ sm ¼ 1) with all back muta-
tions allowed (c ¼ 1), we show in Appendix C.1 that (21)-(22) sim-
plify to

rxy ¼
lpxjlyjl

; jy � xj ¼ 1;

2N1=2l3=2 mL� 1ð Þ�1=2pxj1 l1 yj1 l1
pxj2 l2 yj2 l2

; jy � xj ¼ 2;

(
ð23Þ

since b sh yð Þ=sh xð Þ
� �

¼ 1=N and rxv ¼ rxw ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nl mL� 1ð Þp

. It follows

from (17) and (23) that double mutations can be ignored for neutral
models. Moreover, we notice from (23) that Xt is a stationary Mar-
kov process for a neutral model where all back mutations are
allowed, with marginal distribution (20) for all t P 0. If some back
mutations are not allowed (c < 1) or if the regulatory arrays have a
fitness that varies with type (sh – 1 for at least one type h), (20) will
no longer be the marginal distribution for t > 0. However, we will
still use this equation as an approximation of P Xt ¼ xð Þ.

6. Regulatory array components

The state space X of regulatory arrays is huge, of size 4mL. It is
therefore convenient to decompose it into a smaller number of dis-
joint array components. Let C refer to the total number of such com-
ponents, and write

X ¼ [C�1
c¼0X c; ð24Þ

where c is a vector (see below) that indexes the partition. It is
assumed in (24) that these vectors are ordered in some way into
a set

C ¼ 0; . . . ; C � 1
n o

: ð25Þ

With some abuse of notation, we will therefore refer to c in two
ways; as a vector that summarizes information from the m regula-
tory sequences, and as a scalar order number of these vectors. We
further assume that all arrays within each component of (24) are
of the same type g cð Þ, i.e.

x; y 2 X c ) h xð Þ ¼ h y
� �

¼ g cð Þ; ð26Þ

and moreover, that the arrays within the first C components
(1 6 C < C) have reached all targets, i.e.

g cð Þ ¼ m; for 0 6 c 6 C � 1;
g cð Þ < m; for C 6 c 6 C � 1:

ð27Þ

We will refer to g cð Þ as the type of array component X c .

6.1. A coarse regulatory array decomposition

The coarsest possible decomposition (24) of X that satisfies
(26)–(27) has only C ¼ mþ 1 components, one for each type of
array, and only C ¼ 1 of these components consists of arrays for
which all targets have been reached. This corresponds to

X c ¼ x 2 X ; h xð Þ ¼ m� cf g; ð28Þ
for c ¼ 0; . . . ;m, so that c represents the number of remaining tar-
gets to be reached globally. We will use the notation

Cred ¼ 0;1; . . . ;mf g ð29Þ
for this maximally reduced set of array component indices.

6.2. A regulatory array decomposition based on number of mismatches
to closest binding sites

In this subsection we consider another decomposition (24) of X ,
which is more complex but also more useful than (28). We first



Fig. 3. Illustration of fixed and arbitrary order of target appearance (TA) for a
system ofm ¼ 2 genes, with C1 ¼ 5 components for the regulatory sequence of gene
1, and C2 ¼ 4 components for the regulatory sequence of gene 2. Only the first
component of each gene corresponds to a reached target, so that C0

1 ¼ C0
2 ¼ 1.

Values of the type g cð Þ of the array component vector c ¼ c1; c2ð Þ are shown for each
mode of TA, as defined in (35).
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write the state space of regulatory sequences, in the enhancer/pro-
moter region of each gene j, as a union

X ¼ [Cj
c¼1X jc ð30Þ

of Cj components. By taking the direct product of (30), for all genes j,
we then decompose the space X of all regulatory arrays into
C ¼ Qm

j¼1Cj components

X c ¼ X c1 ;...;cmð Þ ¼ X1c1 � . . .� Xmcm ; ð31Þ
that correspond to all vectors in the set

Cmism ¼ c ¼ c1; . . . ; cmð Þ; 0 6 cj 6 Cj � 1for j ¼ 1; . . . ;m
� � ð32Þ

that is a vectorized version of (25). Typically, the smaller
0 6 c 6 Cj � 1 in (30) is, the fewer mismatches the sequences in
X jc have with the local target of this region. We will make this more
precise by dividing 0;1; . . . ;Wf g into Cj disjoint, ordered, and con-
nected subsets Dj0 < Dj1 < . . . < Dj;Cj�1 of distances to the local tar-
get of region j, with 0 2 Dj0 and W 2 Dj;Cj�1. This is achieved by
introducing numbers 0 ¼ dj0 < dj1 < . . . < djCj

¼ W þ 1 that define
the end points

Djc ¼ djc; . . . ; dj;cþ1 � 1
� � ð33Þ

of these subsets, for c ¼ 0; . . . ;Cj � 1. Then

X jc ¼ x; dj xð Þ 2 Djc
� � ð34Þ

consists of all regulatory sequences x whose number of mismatches
(14) with the closest targeted binding site of enhancer/promoter
region j, belongs to the set Djc . We further assume that the regula-
tory sequences within the first C0

j < Cj components

(X jc; c ¼ 0; . . . ;C0
j � 1) of region j have reached the target of this

region. In view of (15), this is equivalent to requiring that

djC0
j
¼ dmax þ 1, so that DjC0

j
¼ dmax þ 1; . . . ; djC0

jþ1 � 1
n o

. From this it

follows that there are C ¼Qm
j¼1C

0
j array components for which the

targets of all m genes have been reached.

Let gj cð Þ ¼ 1 0 6 c < C0
j

� �
be the indicator function for whether

the target has been reached or not, locally in region j. Because of
(15), we then have that hj xð Þ ¼ gj cð Þ for all x 2 X jc . It follows from
(13) and (26) that the type of array component X c can be written
as

g cð Þ ¼
min j; 1 6 j 6 m; gj cj

� � ¼ 0
� �� 1; TA ¼ fixed;Xm

j¼1

gj cj
� �

; TA ¼ arbitrary:

8><
>:

ð35Þ
An important special case of (33)–(34) is when component 0 of
enhancer/promoter region j consists of those regulatory regions x
that reached the target within region, i.e.

X j0 ¼ x; hj xð Þ ¼ 1
� �

: ð36Þ
This corresponds to having C0

j ¼ 1 and Dj0 ¼ 0; . . . ; dmaxf g. Then
C ¼ 1, since only component c ¼ 0; . . . ; 0ð Þ will consist of arrays
for which all m targets have been reached (see Fig. 3 for an
illustration).

The gene-specific decomposition (31) of regulatory arrays has
another advantage. It allows for a more general definition of selec-
tion coefficients, whereby all regulatory arrays x within compo-
nent X c ¼ X c1 ;...;cmð Þ are assigned the same selection coefficient
sc ¼ sc1 ;...;cm . Such a model is biologically very flexible, allowing for

up to C ¼ Qm
j¼1Cj different selection coefficients, whose values not

only depend on which local targets that have been reached, but
also how far away the regulatory sequences of the other genes
are from reaching their local target. In particular, when Cj � 2 we
get a fitness landscape of binary strings, with analogues to spin
glass models of physics (Kauffman and Levin, 1987).

6.3. A regulatory array decomposition based on number of mismatches
to closest binding sites and hit variables

Recall from Section 2.2 that in order to improve the approxima-
tion of the distribution of the waiting time Tm, it was possible to
condition on hit variables. These variables

HB xð Þ ¼
XL0
l¼1

1 xl:lþW�1 2 Bð Þ ð37Þ

count the number of substrings of length W of a regulatory
sequence x, that belong to a certain set of words
B 	 Ball ¼ AW ¼ A;C;G; Tf gW . In particular, we will focus on the sets

Bjc ¼ b 2 Ball; min
16k6Kj

jb� bjkj 2 Djc

	 

ð38Þ

of words of lengthW, whose distance to the closest targeted binding
site of regulatory region j belong to interval (33). Notice that x 2 X jc

if and only if HBjd
xð Þ ¼ 0 for d ¼ 0; . . . ; c � 1 and HBjc

xð Þ > 0. It is pos-
sible to obtain a finer decomposition of the regulatory sequences of
gene j than in (34), by also recording information about the hit vari-
able HBjc

xð Þ. For any j; cð Þ, let Hjc1 < . . . < Hjcnjc refer to an ordered
decomposition of the positive integers into a finite union of njc con-
nected subsets. This gives rise to sets

X jcn ¼ x; dj xð Þ 2 Djc and HBjc
xð Þ 2 Hjcn

n o
of regulatory sequences x of gene j whose distance to the closest
targeted binding site of this gene belongs to Djc , whereas the num-
ber of substrings of x of length W with such a distance to the target,
belongs to Hjcn. Then

X ¼ [Cj�1
c¼0 [njc

n¼1X jcn ð39Þ
is identical to (30) when njc ¼ 1 and Hjc1 ¼ 1;2; . . .f g for
c ¼ 0; . . . ; Cj � 1, but it gives a finer decomposition of X than (30)
if at least one njc exceeds 1. When hit variables are taken into
account, the set of possible indeces of the array components, is



Fig. 4. Illustration of the 1-simplex N ¼ z ¼ z0; z1ð Þ; z0; z1 P 0; z0 þ z1 ¼ 1f g in (44),
the set possible states of the array component distribution process Zt , when there
are C ¼ 2 array components X0 and X1. The two states e1 ¼ 1;0ð Þ and e2 ¼ 0;1ð Þ
correspond to all individuals having their regulatory arrays in X0 and X1

respectively. All individuals have reached the target (belong to X0) when Zt ¼ e1.
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Cmismhit ¼ c ¼ c0;nð Þ; c0 ¼ c1; . . . ; cmð Þ;0 6 cj 6 Cj � 1;
�
n ¼ n1; . . . ;nmð Þ;1 6 nj 6 njcj for j ¼ 1; . . . ;mg: ð40Þ

The corresponding decomposition

X c ¼ X c0 ;n ¼ X c1 ;...;cmð Þ; n1 ;...;nmð Þ ¼ X1c1n1 � . . .� Xmcmnm ð41Þ
into array components c 2 Cmismhit becomes quite complicated when
the number of genes m gets large. However, it is sometimes needed
in order to improve the approximation of the distribution for the
waiting time Tm.

In order to illustrate the usefulness of the finer decomposition
(39) of regulatory sequences, in comparison to the coarser decom-
position (30), we return to the example of Section 2.2.1, where the
waiting time T1 until a single binding site at m ¼ 1 gene was stud-
ied. We presented two formulas (6) and (8) for the distribution of
T1, of which the latter is more accurate. Both of these formulas cor-
respond to having C1 ¼ 3 distance intervals D10 ¼ 0f g;D11 ¼ 1f g
and D12 ¼ 2; . . . ;Wf g to the targeted binding site. Neither (6) nor
(8) make use of any further information about the hit variable that
records exact hits to the target, corresponding to D10 (n10 ¼ 1), nor
about the hit variable that records a distance of at least two from
the targeted binding site, corresponding to D12 (n12 ¼ 1). However,
the two formulas treat the number hits to the set D11 of one mis-
match differently. Whereas (6) simply records whether there is
at least one such hit or not (n11 ¼ 1), a truncated version of formula
(8) corresponds to an exact recording (H11n ¼ nf g for
n ¼ 1; . . . ;n11 � 1) of the hit variable HB11 xð Þ up to a truncating
threshold n11 (H11n11 ¼ n11; . . .f g). This will example be further dis-
cussed in Appendix B.1.

7. Regulatory array component process

In this section we will investigate how the array components of
Section 6 can be used to simplify the Moran model
Xt ið Þ; i ¼ 1; . . . ;Nf g of Section 4 as well as the consensus array pro-
cess Xt of Section 5.

7.1. No fixed state assumption

Wewill start with the general case, without any fixed state pop-
ulation assumption. It is helpful then to introduce the array com-
ponent distribution

Zt ¼ Zt0; . . . ; Zt;C�1

� �
2 Z ð42Þ

at time t, whose coordinate

Ztc ¼ N�1j i; 1 6 i 6 N;Xt ið Þ 2 X cf gj ð43Þ
refers to the fraction of individuals at time t that have their regula-
tory arrays in X c . The state space Z of the Zt-process in (42) is the

intersection between the C � 1
� �

-simplex (see Fig. 4)

N ¼ z ¼ z0; . . . ; zC�1

� �
; zc P 0;

XC�1

c¼0

zc ¼ 1

( )
ð44Þ

spanned by e1 ¼ 1;0; . . . ;0ð Þ;e2 ¼ 0;1;0; . . . ;0ð Þ; . . . ;eC ¼ 0; . . . ;0;1ð Þ,
and the set NC=N of vectors z whose coordinates are natural num-
bers divided by N. It follows from (43) that (12) is equivalent to

Tm ¼ inf t P 0; Ztc ¼ 0 for all c with g cð Þ < mf g: ð45Þ
7.2. Fixed state assumption

As a next step, we will combine (24), the collection of regulatory
arrays into components, with the fixed state population model
(18), whereby all individuals have the same regulatory array Xt
at each time point. To this end, we introduce a continuous time
process

Ct 2 C ð46Þ
that for each time point t P 0 monitors which array component X c

in (24) that Xt belongs to, with the state space C of Ct defined in
(25). This can be phrased as

Xt 2 XCt : ð47Þ
It is also possible to express Ct in terms of the Zt-process in (42).
Indeed, since the fixed state approximation implies that all individ-
uals have the same regulatory array at any time point, Zt will jump
between the C edge points e0; . . . ; eC�1 of Z. The array component
process Ct tells which of these edge points that is visited at time
t, i.e.

Zt ¼ eCt : ð48Þ
If the distance-based array components of Section 6.2 are used, then
c ¼ c1; . . . ; cmð Þ as in (31) and (34). Consequently,

x ¼ xT1; . . . ; x
T
m

� �T 2 X c whenever the number of mismatches
between regulatory sequence xj and the closest targeted binding
site of enhancer/promoter region j belongs to the set Djcj , for
j ¼ 1; . . . ;m. This makes it possible to express

Ct ¼ Ct1; . . . ;Ctmð Þ 2 Cmism ð49Þ
as a vector-valued process that keeps track of which component
X j;cj the regulatory sequence Xtj of region j belongs to at time t,
for j ¼ 1; . . . ;m, with Cmism as defined in (32). As in Section 6, we will
also assume that the C ¼QjCj states of Ct are linearly ordered with
a state space C as in (25) (see Fig. 5 for an illustration).

If the finer partition (40)–(41) of array components from Sec-
tion 6.3 is used, then

Ct ¼ Ct1; . . . ;Ctm;nt1; . . . ;ntmð Þ 2 Cmismhit ð50Þ
also conveys information about the number of substrings of length
W each regulatory sequence j has that hit the sets BjCtj

.
Recall, from the end of Section 5, the assumption that the array

component process Xt is a stationary Markov process. Although Ct



Fig. 5. Illustration of the array component process Ct ¼ Ct1;Ct2ð Þ, for a system of
m ¼ 2 genes, with C1 ¼ C2 ¼ 2 regulatory sequence components per gene. This
implies that Ct has C ¼Q2

j¼1Cj ¼ 4 states, which are numbered as
0 ¼ 0;0ð Þ;1 ¼ 0;1ð Þ;2 ¼ 1;0ð Þ, and 3 ¼ 1;1ð Þ. The target is reached locally at gene
j when Ctj ¼ 0, and for the whole system when Ct1 ¼ Ct2 ¼ 0. Thus there is C ¼ 1
absorbing state 0;0ð Þ and three non-absorbing states 0;1ð Þ; 1;0ð Þ; 1;1ð Þ. The waiting
time T2 is the time until the absorbing state is reached.

4 Strictly speaking, Ca corresponds to the set of absorbing states of Ct when we
change the intensity matrix in (55) by putting Ka ¼ Kan ¼ 0. In any case, formula (57),
for the distribution of Tm , does not involve any of Ka and Kan.
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is a function Xt , it is not itself a Markov process, unless a certain
rather strong lumpability condition is fulfilled (Kemeny and
Snell, 1976). We will however make the simplifying assumption
that Ct is also a stationary Markov process. The accuracy of this
approximation will depend on how much the transition rates of
Xt vary within the different array components (see Appendix C.4
for details). In order to find the marginal distribution of Ct , we
recall from (20), (23), and the discussion below this equation, that
the marginal distribution of Xt is px ¼

Q
jpxj . This gives a marginal

distribution of Ct that equals

jc ¼ P Ct ¼ cð Þ ¼
X
x2Xc

px ¼

Ym
j¼1

p X jcj

� �
; with c as in 31ð Þ;

Ym
j¼1

p X jcjnj

� �
; with c as in 41ð Þ;

8>>>><
>>>>:

ð51Þ

where p X0ð Þ ¼Px2X0px for any subset X0 	 X of regulatory

sequences. The intensity matrix K ¼ kcdð ÞC�1
c;d¼0 contains transition

rates of Ct , with

kcd ¼ 1
jc

X
x2X c

px

X
y2Xd

rxy ð52Þ

the rate of Ct jumping from array component c to another compo-
nent d – c, whereas kcc ¼ �Pd;d–ckcd is minus the rate of leaving
c. Equivalently, we interpret (52) as the approximate rate at which
Xt switches from X c to Xd at stationarity.

The array component process Ct can be used in order to study
the waiting time (19) until all targets have been reached in the
population. Indeed, it follows from (45) and (48) that this waiting
time can be rephrased as

Tm ¼ min t > 0; g Ctð Þ ¼ mf g: ð53Þ

In the next section we will use (53) in order to give an explicit for-
mula for the distribution of Tm.
8. Phase-type distribution approximation of Tm

In this section we will use the framework of Section 7.2 in order
to find the distribution of Tm, the waiting time until the targets of
all m genes have been fixed. Assume that the states of the array

component process Ct in (46) are linearly ordered 0; . . . ;C � 1
n o

,

corresponding to the decomposition (24) of all regulatory arrays.
It follows from (27) and (53) that

Tm ¼ min t P 0; Ct 6 C � 1f g; ð54Þ
since the type of the array component satisfies g Ctð Þ ¼ m if and only
if 0 6 Ct 6 C � 1. This gives rise to a decomposition of C into two

groups Ca ¼ 0; . . . ; C � 1f g and Cn ¼ C; . . . ;C � 1
n o

of states, with

Tm the time until Ct reaches the first group Ca. It is therefore conve-
nient to decompose the intensity matrix of Ct into four blocks

K ¼ 
 
 Ka Kan

Kna Kn

� �
; ð55Þ

where Ka (Kn) contains the transition rates among the states for
which all targets have (have not) been reached, and similarly Kan

and Kna contain the transition rates between these two groups of
states. We will regard the first group of states Ca as absorbing,
and the second group Cn of states as non-absorbing.4 Let
jn ¼ jC ; . . . ;jC�1

� �
be a row vector, whose coordinates represent

the initial probabilities (51) of the Ct-process at time t ¼ 0, for all

of the non-absorbing states, and let jn ¼PC�1
c¼Cjc be the probability

that C0 belongs to some non-absorbing state. Then, since Tm is the
time until one of the absorbing states of the continuous time Markov
process Ct is reached, it has a phase-type distribution when C0

belongs to a non-absorbing state (Neuts, 1981). Incorporating the
possibility that C0 belongs to an absorbing state as well, we find that
the waiting time distribution

Tm 2L 1� jnð Þd0 þ jnPD
jn

jn
;Kn

� �
ð56Þ

is a mixture of a one point distribution d0 at t ¼ 0, and a phase-type
distribution, whose first argument is the initial distribution of the
Ct-process among the non-absorbing states, given that the process
starts in such a state, whereas the second argument is the intensity
matrix among the non-absorbing states. From (56), and the theory
of phase-type distributions, we get very explicit approximate
expressions for the distribution function

FTm tð Þ ¼ 1� jn exp Kntð Þ1C�C ; t P 0 ð57Þ

and density function

f Tm tð Þ ¼ 1� jnð Þd0 tð Þ þ jn exp Kntð ÞKna1C�C ; t P 0 ð58Þ

of the waiting time Tm, with 1n ¼ 1; . . . ;1ð ÞT a column vector of n
ones. From this we deduce formulas

E Tmð Þ ¼ �jnK
�1
n 1C�C ð59Þ

and

Var Tmð Þ ¼ 2jnK
�2
n 1C�C � jnK

�1
n 1C�C

� �2
ð60Þ

for the expected value and variance of Tm. Formulas (57)–(60) are
the main results of this paper. However, in order to make use of
these expressions for the waiting time distribution, we need to
know the initial probability vector jn and the intensity matrix Kn
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among the non-absorbing states of the array component process. In
Section 9 and Appendix A we will describe how (51) and (52) can be
used in order to express jn and Kn as functions of the input param-
eters of Table 1. Then this will be further illustrated in Section 10
and Appendix B.

9. Marginal distribution and transition rates of the array
component process

In this section we will find more explicit expressions for the
marginal distribution j ¼ jcð Þ and transition matrix K ¼ kcdð Þ of
the array component process Ct that was introduced in Section 7.2.
Recall that these quantities are needed in order to derive the distri-
bution function (57) of the waiting time Tm. Then, in Appendix A
we apply the results of this section and illustrate how j and K
are computed for the Jukes-Cantor model (2).

9.1. Marginal distribution of array component process

In order to find the marginal distribution j ¼ jcð Þ of the array
component process Ct we will make use of the hit variables (37).
Since the consensus array process Xt in (18) is assumed to be sta-
tionary, we may without loss put t ¼ 0. Let Hjc ¼ HBjc

X0j
� �

refer to
the number of substrings of length W of the regulatory sequence
X0j of gene j at time 0 that belong to the set Bjc . Recall from (38)
that Bjc is the set of words of length W with a distance Djc in (33)
to the closest targeted binding site of gene j.

We will first consider the distance-based components of regula-
tory sequences from Section 6.2. By the definition of X cj in (34),
and of the hit variables Hcj, it follows that

p X jc
� � ¼ P X0j 2 X cj

� � ¼ P Hj0 ¼ . . . ¼ Hj;c�1 ¼ 0;Hjc > 0
� �

: ð61Þ
In order to evaluate (61), we will need to approximate the joint dis-
tribution of Hj0; . . . ;Hjc . To this end, it is convenient to introduce the
indicator variable 1jcl ¼ 1 X0j;l:lþW�1 2 Bjc

� �
for the event that a sub-

string of X0j of length W, with leftmost locus at l, belongs to Bjc .
Since the L components of X0j are independent and identically dis-
tributed, it follows that

Pjc ¼ E 1jcl
� � ¼ X

b2Bjc

pb ð62Þ

does not depend on l, with pb ¼QW
w¼1pbw for any b ¼ b1; . . . ; bWð Þ.

Now Hjc ¼
PL0

l¼11jcl, since there are L0 ¼ L�W þ 1 possible sub-
words of X0j of length W, and therefore

E Hjc
� � ¼ L0Pjc: ð63Þ

In order to find the variance of Hjc , consider two subsequences of X0j

whose leftmost loci l and lþ g are g 2 0; . . . ;W � 1f g positions
apart. Let

Pjcg ¼ E 1jcl1jc;lþg
� � ¼ X

b;b02Bjc
b1þg:W¼b0

1:W�g

YW
w¼1

pbw �
YW

w¼W�gþ1

pb0w ð64Þ

be the probability that the corresponding substrings of X0j both
belong to Bjc . In particular, we have that Pjc0 ¼ Pjc . Because of the
stationarity of the sequence X0j along the L loci, we deduce that

Var Hjc
� � ¼ L0Var 1jcl

� �þ 2
XW�1

g¼1

L0 � gð ÞCov 1jcl;1jc;lþg
� �

¼ L0 Pjc �P2
jc

� �
þ 2

XW�1

g¼1

L0 � gð Þ Pjcg �P2
jc

� �
:

ð65Þ

When the substrings of X0j of length W that match Bjc occur in
isolation along regulatory sequence j, there is typically no
overdispersion (E Hjc
� � � Var Hjc

� �
) and then we approximate the

law of Hjc by a Poisson distribution

P Hjc ¼ n
� � ¼ E Hjc

� �n
n!

e�E Hjcð Þ ð66Þ

for n ¼ 0;1;2; . . ., with expected value (63). On the other hand,
when the substrings of X0j of length W that belong to Bjc occur in
clusters along regulatory sequence j, there is typically overdisper-
sion (E Hjc

� �
< Var Hjc

� �
). Durrett and Schmidt (2007) use a Poisson

clumping heuristic in order to handle overdispersion, whereas we
will use a simpler approach and approximate the distribution of
Hjc by a negative binomial (or equivalently, a mixed Poisson) distri-
bution with expected value (63) and variance (65). From properties
of the negative binomial distribution we find that

P Hjc ¼ n
� � ¼ E Hjc

� �n
n!

� C nþ að Þ
C að Þan 1þ E Hjc

� �
a

� �� aþnð Þ
; ð67Þ

for n ¼ 0;1;2; . . ., with a ¼ E Hjc
� �2

= Var Hjc
� � �� E Hjc

� �Þ� > 0 when-
ever overdispersion occurs, and with C �ð Þ the gamma function,
whereas equation (66) is used when there is no overdispersion
(Var Hjc

� �
6 E Hjc

� �
). Notice in particular that the Poisson distribu-

tion in (66) corresponds to the limit a ! 1 in (67). Regardless of
whether (66) or (67) is used, we will assume that the hit variables
Hjc of region j are independent for c ¼ 0; . . . ;Cj � 1. In conjunction
with (51) and (61), it follows that the stationary distribution of
the array component process Ct is

jc ¼ j c1 ;...;cmð Þ /
Ym
j¼1

P Hjcj > 0
� �Ycj�1

d¼0

P Hjd ¼ 0
� �( )

; ð68Þ

when these components are defined as in Section 6.2. The propor-
tionality constant of (68) is added in order to ensure thatP

cjc ¼ 1, and the probabilities on the right hand side of (68) are
obtained from the Poisson or negative binomial distribution
approximations, defined in (66) and (67) respectively.

Since
PCj�1

c¼0 Hjc ¼ L0, it follows that the independence assump-

tion of Hjc
� �Cj�1

c¼0 is wrong. However, we can still justify it by first

regarding the Cj hit variables Hjc
� �Cj�1

c¼0 as independent, and then
conditioning on their sum being L0. Such a conditioning is reflected
by the fact that we normalize all jc to sum to 1 in (68).

By a similar argument as above, it is possible obtain the station-
ary distribution of the array component process Ct based on the
finer partition of Section 6.3. One finds that

jc ¼ j c1 ;...;cmð Þ; n1 ;...;nmð Þ /
Ym
j¼1

P Hjcj 2 Hjcjnj

� �Ycj�1

d¼0

P Hjd ¼ 0
� �( )

: ð69Þ
9.2. Transition rates of array component process

In this subsection we will obtain explicit expressions for the
transition intensity kcd in (52), of the array component process
Ct , for any two array component indeces c and d. We will mostly
consider the array decomposition (31) of Section 6.2, with
c ¼ c1; . . . ; cmð Þ and d ¼ d1; . . . ; dmð Þ. The finer decomposition (41)
will also be treated, with c ¼ c0;nð Þ ¼ c1; . . . ; cm;n1; . . . ;nmð Þ and
d ¼ d0

;q
� � ¼ d1; . . . ; dm; q1; . . . ; qmð Þ, where c0 and d0 index distances

to targeted binding sites, whereas n and q index information about
the size of hit variables. Let jd� cj ¼Pm

j¼1jdj � cjj denote to the size
of the jump from c to d that corresponds to the distance (in terms
of number of mismatches) between regulatory arrays in X c and Xd.
Recall from (21) and (22) that any jump of the consensus array pro-
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cess Xt from x to y will alter it at one or two positions j; lð Þ. From
this it follows that the jumps of Ct have a size of at most 2, i.e.

kcd ¼ 0 if jd� cj > 2: ð70Þ
In order to deal with the nonzero jump rates of Ct , when jd� cj
equals 1 or 2, we divide the transition rate

kcd ¼ k 1ð Þ
cd þ k 2ð Þ

cd ð71Þ

in (52) from c to d into two terms, where k 1ð Þ
cd is the rate of single

mutational events, whereas k 2ð Þ
cd is the rate of double mutations. In

the next two subsections, we study these two transition rates
separately.

9.2.1. Single mutations
In this subsection we will find explicit expressions for the tran-

sition rates k 1ð Þ
cd of single mutations, that cause Xt to change from

x 2 X c to y 2 Xd. Since we have no tunneling event, only one reg-
ulatory sequence Xtj of Xt will change, and consequently, only
one distance-related component Ctj of the array component pro-

cess Ct will be altered. From this it follows that k 1ð Þ
cd ¼ 0 when

jd� cj > 1, and therefore jd� cj ¼ 1 is assumed, with dj ¼ cj � 1.

In order to find an explicit expression for k 1ð Þ
cd when jd� cj ¼ 1 we

recall the definition of Pjc in (62) and introduce

h 1ð Þ
jcd ¼ 1

Pjc

X
b2Bjc

pb

X
b02Bjd ;jb0�bj¼1

pbwb
0
w
; ð72Þ

the one-step transition rate between the two disjoint sets Bjc and
Bjd of binding sites, caused by one single changed letter, with
w ¼ w b;b0� �

the position where b ¼ b1; . . . ; bWð Þ and

b0 ¼ b0
1; . . . ; b

0
W

� �
differ. Since there are W possible letters of b to

change by one mutation, we may view W�1h 1ð Þ
jcd as a transition prob-

ability and h
1ð Þ
j ¼ W�1h 1ð Þ

jcd

n oCj�1

c;d¼0
as the transition matrix of a discrete

time Markov chain for words of length W, when these words are
grouped into Cj states Bj0; . . . ;Bj;Cj�1 and the W letters change inde-

pendently (but one at a time) with a transition matrix P ¼ pxy

� �
.

With these preliminaries we are ready to give expressions for
the single mutation transition rates of Ct . Starting with the
distance-based array components (31), we motivate in Appendix
C.2 that

k 1ð Þ
cd ¼ Nlb sg dð Þ

sg cð Þ

� �
c1 g dð Þ<g cð Þð Þ � h 1ð Þ

jcjdj

� P Hjcj ¼ 1
� �1 dj¼cjþ1ð Þ

E Hjcj

� �1 dj¼cj�1ð Þ
=P Hjcj > 0
� �

:

ð73Þ

where Nl is the total rate at which mutations appear at each
nucleotide within some individual in the population, b sg dð Þ=sg cð Þ

� �
involves the selection coefficients in terms of the probability5 that
a mutation gets fixed if it changes a regulatory sequence xj 2 X jcj into

yj 2 X jdj , whereas c1 g dð Þ<g cð Þð Þ reduces the transition rate of back muta-

tions by a factor 0 6 c 6 1. The term h 1ð Þ
jcjdj

is a transition rate for

words of length W, whereas the second row of (73) takes hit vari-

ables into account, and thereby it adjusts the transition rate k 1ð Þ
cd for

the fact that L P W (in particular, the second row equals 1 when
L ¼ W).
5 This is the part of the transition rate in (73) that includes the selection coefficient
sg cð Þ of regulatory arrays c for which g cð Þ targets have been reached. As mentioned at
the end of Section 6.2, this can be generalized by allowing each regulatory array c to
have its own selection coefficient sc . The fixation probability of (73) then changes to
b sd=scð Þ.
Next we consider the finer partition (41) of array components.
Recall the definitions c ¼ c0;nð Þ ¼ c1; . . . ; cm;n1; . . . ;nmð Þ;d ¼
d0
;q

� � ¼ d1; . . . ; dm; q1; . . . ; qmð Þ, and dj 2 cj � 1; cj; cj þ 1
� �

for a sin-
gle mutation at some gene j. By an argument analogous to (73), it
can be shown that

k 1ð Þ
cd ¼ Nlb

sg d0ð Þ
sg c0ð Þ

� �
c1 g d0ð Þ<g c0ð Þð Þ � qcd; ð74Þ

where

qcd ¼

h 1ð Þ
jcj ;cj�1E Hjcj jHjcj 2 Hjcjnj

� �
; dj ¼ cj � 1; qj ¼ 1;

h 1ð Þ
jcj ;cjþ1P Hj;cjþ1 þ 1 2 Hj;cjþ1;qj

� �
�P Hjcj ¼ 1jHjcj 2 Hjcj1

� �
; dj ¼ cj þ 1;nj ¼ 1;

h 1ð Þ
j;cjþ1;cj

P Hjcj ¼ Hjcjnj jHjcj 2 Hjcjnj

� �
�E Hj;cjþ1jHj;cjþ1 > 0
� �

; dj ¼ cj; qj ¼ nj þ 1;

h 1ð Þ
j;cj ;cjþ1E Hjcj1 Hjcj ¼ Hjcjnj

� �
jHjcj 2 Hjcjnj

� �
; dj ¼ cj; qj ¼ nj � 1;

0; otherwise;

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

ð75Þ

and Hcjn ¼ Hcjn; . . . ;Hcjn
� �

. Among the four nonzero transition rates
in (75), the first two modify the distance class of regulatory
sequence j. In contrast, the last two nonzero transitions of (75) leave
the mismatch-based distance class of regulatory sequence j fixed,
but instead there is a change in the number of substrings of length
W that match this distance class.
9.2.2. Double mutations
In this subsection we will derive explicit expressions for the

transition rates k 2ð Þ
cd of double mutations when jd� cj ¼ 2. We will

restrict ourselves to the distance-based regulatory array decompo-
sition (31) and consider two choices of c ¼ c1; . . . ; cmð Þ and
d ¼ d1; . . . ; dmð Þ separately.

In the first case, c and d differ at one single component j with
dj ¼ cj � 2, so that both mutations that change x 2 X c into y 2 Xd

at positions j1; l1ð Þ and j2; l2ð Þ occur within the same enhancer/pro-
moter region j (j1 ¼ j2 ¼ j), and also within the same binding site
(jl2 � l1j < W) of that region. In order to proceed, we will need
some definitions. Let d0 ¼ c þ dð Þ=2 be the index of the array com-
ponent through which the Ct process tunnels on its way from c to
d. This corresponds to a transition of Xtj from x 2 X jcj to y 2 X jdj ,
since both of the intermediate regulatory arrays v and w (defined
below (21)) will have their j:th regulatory sequence in X jd0j

. Notice

in particular that jd0 � cj ¼ 1 and d0
j ¼ cj � 1. Then, similarly as in

(72), we introduce

h 2ð Þ
jcd ¼ 1

Pjc

X
b2Bjc

pb

X
b02Bjd ;jb0�bj¼2

pbvb
0
v
pbwb

0
w
; ð76Þ

the two-step transition rate between the two disjoint sets Bjc and
Bjd of binding sites, with v ¼ v b;b0� �

and w ¼ w b; b0� �
the two posi-

tions where b ¼ b1; . . . ; bWð Þ and b0 ¼ b0
1; . . . ; b

0
W

� �
differ. Since there

are W W � 1ð Þ=2 pairs of letters in b to change through a double

mutation, we may view 2h 2ð Þ
jcd= W W � 1ð Þ½ � as a transition probability

and h
2ð Þ
j ¼ 2h 2ð Þ

jcd= W W � 1ð Þ½ �
n oCj�1

c;d¼0
as the transition matrix of a dis-

crete timeMarkov chain for words of lengthWwhere two randomly
chosen letters change at a time, and the words are clustered into Cj

groups Bj0; . . . ;Bj;Cj�1.
With these definitions we are ready to formulate the double

mutation transition rates of Ct . In Appendix C.3 we motivate that



Table 3
Default parameter settings for the numerical illustrations of Section 10. The fixed
state condition (17) is satisfied, since NLl ¼ 104þ3�8 ¼ 10�1 � 1.

Description Parameter(s) Default value(s)

Population size N 10 000
Length of regulatory

sequence
L 1000

Number of genes m 1
Mutation rate l 10�8

Back mutation probability c 1
Length of binding site W 6
Selection coefficients s1; . . . ; smð Þ 1; . . . ;1ð Þ
Nr. of binding sites per

gene
K 1

Nr. of reg. sequence
components

C 2

Intervals with distances to
binding site

D0; . . . ;DC�1 0; . . . ; dmaxf g; dmax þ 1; . . . ;Wf g

Maximal mismatch dmax 0
Number of hit variable

intervals
njc
� �

{1,. . .,1}

Target appearance TA fixed order
Stochastic tunneling (ST) Yes
Accounting for

overdispersion
No
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k 2ð Þ
cd ¼ 2Nl mL� 1ð Þ�1b

sg dð Þ
sg cð Þ

� �
c1 g dð Þ<g cð Þð Þrcd0 � h 2ð Þ

jcjdj

� P Hjcj ¼ 1
� �

P Hj;cjþ1 ¼ 0
� �h i1 dj¼cjþ2ð Þ

E Hjcj

� �1 dj¼cj�2ð Þ
=P Hjcj > 0
� �

;

ð77Þ

when jd� cj ¼ 2 and dj ¼ cj � 2, where rcd0 is the constant value of
the tunneling probability rxv ¼ rxw, defined above (22), for any
two regulatory arrays with x 2 X c and v ;w 2 Xd0 . Notice in particu-
lar the similarity between the transition rates (73) and (77) due to
single and double mutations. Two major differences is that (77)

adds a tunneling probability rcd0 , and replaces h 1ð Þ
jcjdj

by h 2ð Þ
jcjdj

, the tran-

sition intensity for words of length W based on two (rather than
one) changed letters. The second row of (77) takes hit variables into
account, and thereby adjusts for the fact that L P W (in particular,
the second row equals 1 when L ¼ W).

Next we consider the case when the two mutations occur at dif-
ferent regulatory regions j1 and j2, so that c and d will differ at two
positions, i.e. jd� cj ¼ 2; dj1 ¼ cj1 � 1, and dj2 ¼ cj2 � 1. We moti-
vate in Appendix C.3 that

k 2ð Þ
cd ¼ Nl mL� 1ð Þ�1b

sg dð Þ
sg cð Þ

� �
c1 g dð Þ<g cð Þð Þ rcd1 þ rcd2

� � � h 1ð Þ
j1cj1 dj1

h 1ð Þ
j2cj2 dj2

� P Hj1cj1
¼ 1

� �1 dj1¼cj1þ1ð Þ
E Hj1cj1

� �1 dj1¼cj1�1ð Þ
=P Hj1cj1

> 0
� �

� P Hj2cj2
¼ 1

� �1 dj2¼cj2þ1ð Þ
E Hj2cj2

� �1 dj2¼cj2�1ð Þ
=P Hj2cj2

> 0
� �

;

ð78Þ
where rcd1 and rcd2 correspond to tunneling probabilities for the two
states that Ct tunnels through on its way from c to d.

When comparing the two double mutation rates (77) and (78)
with the single mutation rate (73), we notice that they both con-
tain an extra tunneling probability term. It turns out that stochastic
tunneling has a negligible impact for neutral models (sj � 1), but it
is often important if the intermediate state(s) between c and d has
(have) a selective disadvantage compared to c and d. The reason is
that the fixation probability b �ð Þ will then be much larger for the
double mutation rates than for the single mutation rate.

We end this subsection by noting that it is also possible to have
double mutations when jd� cj ¼ 1 and dj ¼ cj � 1. This corre-
sponds to a transition from x 2 X c to y 2 Xd that involves two
mutations (jy � xj ¼ 2), one of which is silent in the sense that it
does not affect the array component process Ct . The silent muta-
tion either appears before or after the non-silent mutation. In
any case, we will not include these types of double mutations in

the transition matrix K ¼ kcdð Þ, and therefore put k 2ð Þ
cd ¼ 0 when

jd� cj ¼ 1. This is due to the fact Ct is assumed to be a Markov pro-
cess (cf. Section 7), where Ct ¼ c means that the consensus array
process Xt , with distribution (18), is imperfectly observed
(Xt 2 X c). Whenever a silent mutation occurs, it will neither
change the distribution of Xt nor the fact that Xt 2 X c . Therefore,
it has at most a minor impact on the transition rate in (52), which
is a prediction of the actual transition rate from x into Xd, given the
information that x 2 X c .
10. Examples

In this section we compute the expected value, standard devia-
tion, and distribution of the waiting time Tm until all m targets
appear, for some example models with uniform transition proba-
bilities (2) between nucleotides, as described in Appendix A. Since
there are many parameters of the model, we use the default
parameter setting of Table 3, and then vary one or a few parame-
ters at a time. More specifically, we start by deriving the waiting
time distribution for a simple neutral model with m ¼ 1 gene in
Section 10.1. Then in Section 10.2 we investigate how the number
of genes m, the order of target appearance, back mutations, and
stochastic tunneling affect the waiting time distribution, in partic-
ular for neutral models. Most numerical illustrations can be found
in Appendix B, where we study in detail how the waiting time dis-
tribution is impacted by the word length W, the coarseness of the
array component decomposition, the number K of binding site tar-
gets per gene, the values of the selection coefficients s1; . . . ; sm
(non-neutral models), and finally overdispersion of hit variables,
for binding site targets with many self repeats.

10.1. Default model

Since default model of Table 3 has one single (m ¼ 1) gene, we
will drop the gene index j (=1). We refer to

Ct 2 C ¼ 0;1f g ð79Þ
in (46) as a regulatory sequence component process with C ¼ C ¼ 2
states, of which 0 is absorbing and 1 is non-absorbing. This state
space C ¼ Cred corresponds to the coarse decomposition of regula-
tory sequences in Section 6.1. But C ¼ Cmism also coincides with
the distance-based decomposition of regulatory sequences in Sec-
tion 6.2, since m ¼ 1 and there are only two sets D0 and D1 of dis-
tances to the targeted binding site.

In order to find the statistical properties of Ct , we first notice
that there are L0 ¼ L�W þ 1 ¼ 995 possible locations for the only
(K ¼ 1) targeted binding site b1 of length W ¼ 6. Since no mis-
matches between a substring of length W ¼ 6 of the regulatory
sequence and b1 are allowed (dmax ¼ 0),

B0 ¼ b1f g
B1 ¼ b; b – b1f g; ð80Þ

represent the sets of substrings that correspond to a reached or
missed target respectively. Let H0 and H1 denote the number of sub-
sequences of length W ¼ 6 along the consensus regulatory
sequence X0 at time t ¼ 0 that belong to B0 and B1 respectively.
From (63) and formula (A.10) of Appendix A we find that

E H0ð Þ ¼ L04
�W ¼ 0:2429;

E H1ð Þ ¼ L0 1� 4�W
� �

¼ 994:7571;
ð81Þ
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respectively. Since we assume no overdispersion of H0 and H1 for
the default model of Table 3, these two random variables are inde-
pendent and Poisson distributed. It then follows from (66) and (68)
that the initial distribution of C0 is j0;j1ð Þ, where

j0 ¼ 1� e�E H0ð Þ ¼ 1� e�L04
�W ¼ 0:2157;

j1 ¼ 1� e�E H1ð Þ� �
e�E H0ð Þ � e�L04

�W ¼ 0:7843:
ð82Þ

Consequently, the probability is j0 ¼ 0:2157 that the binding site b1

is fixed already at time 0. We assume that Ct is a Markov process
with intensity matrix (55), which simplifies to

K ¼ �k01 k01
k10 �k10

� �
; ð83Þ

where k01 and k10 are the rates at which the regulatory sequence
looses or acquires the targeted binding site b1 respectively. In order
to find these two rates from (73), we first compute the one-step
transition rates (72), back and forth between B0 and B1. It follows
from (A.8) and (A.11) that

h 1ð Þ
01 ¼ W

1

� �
3= 3 � 4W � 4�W
h i

¼ W;

h 1ð Þ
10 ¼ W

1

� �
3= 3 � 4W 1� 4�W

� �h i
¼ W= 4W � 1

� �
:

ð84Þ

Using the fact that the model of Table 3 is selectively neutral
(s1 ¼ 1; b s1ð Þ ¼ 1=N) with all back mutations allowed (c ¼ 1), we
find from (63), (67), (73), (81), and (84) that

k01 ¼ lh 1ð Þ
01 E H0ð Þe�E H0ð Þ= 1� e�E H0ð Þ� �

¼ lL0W4�We�L04
�W

= 1� e�L04
�W

� �
¼ 10�8 � 995 � 6 � 4�6 � e�0:2429= 1� e�0:2429

� �
¼ 5:3007 � 10�8;

k10 ¼ lh 1ð Þ
10 E H1ð Þ= 1� e�E H1ð Þ� �

¼ lL0W4�W= 1� e�L0 1�4�Wð Þ� �
� lL0W4�W

¼ 10�8 � 995 � 6 � 4�6

¼ 1:4575 � 10�8:

ð85Þ

It follows from (56) that the distribution of the waiting time

T1 2L j0 � d0 þ j1Exp k10ð Þ
¼ 1� e�L04

�W
� �

d0 þ e�L04
�W

Exp lL0W4�W
� �

¼ 0:2157 � d0 þ 0:7843 � Exp 0:1458 � 10�7
� � ð86Þ

is a mixture between a one point distribution at 0 and an exponen-
tial distribution, with expected value and standard deviation

E T1ð Þ ¼ j1 � k�1
10 ¼ lL0Wð Þ�14We�L04

�W ¼ 5:381 � 107;

D T1ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� j2

0

q
� k�1

10 ¼ 6:700 � 107
ð87Þ

respectively. Notice in particular that (86) and (87) verify formulas
(6) and (7) of Section 2.2, in the special case of a selectively neutral
model. In Appendix B.1.1 we will motivate (6)-(7) in a different way,
using three regulatory sequence components rather than two, as in
(79).

10.2. Varying number of genes, backward mutation probability,
selection coefficients, order of target appearance, and absence or
presence stochastic tunneling

In this subsection we will investigate how the distribution of
the waiting time Tm depends on the number of genes m, the back-
ward mutation probability c, the target appearance rule TA, and
absence/presence of stochastic tunneling (ST). We will use a
distance-based state space Cmism of the array component process
Ct ¼ Ct1; . . . ;Ctmð Þ, defined in (32) and (49). This state space has
Cm elements, and we will describe how to reduce its size under
C ¼ 2 and C ¼ 3 scenarios. We will consider general selection mod-
els shf gmh¼0, but the multiplicative model

sh ¼ sh; h ¼ 0;1; . . . ;m ð88Þ
will be treated in particular detail, since it simplifies some formulas
for the waiting time distribution. Notice that the neutral model is a
special case (s ¼ 1) of (88). All other parameters are given by
Table 3.

10.2.1. Arbitrary order of target appearance, C ¼ 2
In the next two subsections we will assume that local targets

may appear in any order (TA = arbitrary), as defined in (35). Recall
from Section 9.2 that all single mutations (73) and many double
mutations (77) only affect one single component Ctj of Ct , whereas
other double mutations (78) involve two components of Ct . We
will ignore these latter type of double mutations. If additionally
the multiplicative selection model (88) is used it follows that all
Ct1; . . . ; Ctm evolve as independent Markov processes with C levels
each.

Assume that C ¼ 2, so that Ctj 2 0;1f g keeps track of whether
the local target of gene j has been reached (0) or not (1). This
implies in particular that all double mutations are ignored, since
any double mutation (77) that only affects one gene requires at
least C ¼ 3 levels of Ctj. When C ¼ 2, it is possible to replace the
distance-based state space (32) of Ct of size 2m, by the maximally
reduced state space (28)-(29) of sizemþ 1. Since the Markov prop-
erty of Ct is not lost by such a state space reduction, when double
mutations are ignored, no information is lost. In more detail, we
replace Ct ¼ Ct1; . . . ;Ctmð Þ with Ct ¼

Pm
j¼1Ctj ¼ m� g Ctð Þ, so that

Ct 2 Cred ¼ 0; . . . ;mf g monitors how may local targets that have
not yet been reached, with 0 absorbing and all other states non-
absorbing.

In order to find the waiting time distribution FTm in (57), we
must find the marginal distribution jred ¼ jredð Þmc¼0 and the transi-
tion matrix Kred ¼ kred;cd

� �m
c;d¼0 of the state space reduced process

Ct 2 Cred. Since the components of Ctj evolve independently, the ini-
tial distribution C0 � Bin m;j1ð Þ of the array component process is
binomial, i.e.

jred;c ¼ m
c

� �
1� j1ð Þm�cjc

1; c ¼ 0; . . . ;m; ð89Þ

with j1 as in (82), the probability that one single gene has not yet
reached its local target at time t ¼ 0. The entries of the transition
matrix Kred will involve the transition rates k10 and k01 at which
one single gene acquires and looses a binding site. It follows from
(73) that

k10 ¼ lb sð ÞL0W4�W ;

k01 ¼ clb s�1
� �

L0W4�We�L04
�W

= 1� e�L04
�W

� �
:

ð90Þ

Compared to (85), formula (90) is a generalization that also
accounts for selection in terms of the s parameter of the multiplica-
tive selection model (88) and back mutations in terms of c. The ele-
ments of Kred are given by

kred;cd ¼

ck10; 1 6 c 6 m;d ¼ c � 1;
� ck10 þ m� cð Þk01½ �; 0 6 c 6 m;d ¼ c;

m� cð Þk01; 0 6 c 6 m� 1; d ¼ c þ 1;
0; otherwise:

8>>><
>>>:

ð91Þ
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Indeed, when 1 6 c 6 m genes have not yet reached their targets,
there is a total forward rate ck10 for any of them to a acquire a bind-
ing site, and a total backward rate m� cð Þk01 that any of the other
m� c genes will loose their binding sites. The phase-type distribu-
tion of Tm can be derived from (56), using either the full state space
(49) of size 2m, or, when double mutations are ignored, the analo-
gous formula for the reduced state space (29). It is helpful to ana-
lyze the latter formula, since it enables us to derive an explicit
expression for the distribution FTm of the waiting time Tm until all
m targets have been reached. In analogy with (57) and (59), we
obtain a distribution function and expected value

FTm tð Þ ¼ 1� jred;n exp Kred;nt
� �

1m; t P 0;

E Tmð Þ ¼ �jred;nK
�1
red;n1m

ð92Þ

of Tm, with jred;n ¼ jred;c
� �m

c¼1 the distribution of C0 among the non-

absorbing states, and Kred;n ¼ kred;cd
� �m

c;d¼1 the submatrix of Kred for

the non-absorbing states. The formula for the expected waiting
time E Tmð Þ can be simplified, by introducing the ratio

r ¼ k01
k10

¼ cb s�1
� �

e�L04
�W

b sð Þ 1� e�L04
�W

� � ð93Þ

between the rates at which a single gene looses or acquires a bind-
ing site in its enhancer/promoter region. Indeed, it follows from for-
mulas (12.181), (12.182), (12.184), and (12.186) of Hössjer et al.
(2018), that E Tmð Þ is given by (9)-(10) of Section 2.2, where the spe-
cial case of (93) for a neutral model (s ¼ 1;b sð Þ ¼ b s�1

� � ¼ 1=N) was
used. This formula for the expected waiting time is a function of the
number of genes m, the ratio r in (93) and the forward rate
k10 ¼ lb sð ÞL0W4�W at which new local targets are acquired. We
notice that E Tmð Þ increases exponentially with m when back muta-
tions are allowed (c > 0, or equivalently, r > 0), whereas it increases
at a logarithmic rate when no back mutations are present
(c ¼ r ¼ 0).

In Table 4 we calculated E Tmð Þ as a function ofm for c ¼ 0 and 1,
for a neutral model (s ¼ 1 in (88)). The explicit formula (9) only
applies when stochastic tunneling (ST) is not accounted for,
whereas the larger state space of size 2m is used when ST is fully
accounted for. However, it can be seen from Table 4 that ST typi-
cally has a very small impact on the expected waiting time for neu-
tral models.

It turns out that formula (92) is also applicable for any type of
selection model shf gmh¼0. It is only the intensity matrix Kred that
needs to be generalized from (91) to
Table 4
Expected waiting times E Tmð Þ, obtained by varying m; c, TA, and presence/absence of stoc
Table 3. Formulas (9)-(10) and (92) apply to models without ST, but they also provide an

c ¼ 0

TA fixed T

m No ST ST No ST

1 5:3813 � 107 5:3813 � 107 5:3813 � 107

2 1:0763 � 108 1:0756 � 108 8:6522 � 107

3 1:6144 � 108 1:6128 � 108 1:0916 � 108

4 2:1523 � 108 2:1498 � 108 1:2628 � 108

5 2:6906 � 108 2:6867 � 108 1:3999 � 108

6 3:2288 � 108 3:2235 � 108 1:5143 � 108
kred;cd ¼

ck10 cð Þ; 1 6 c 6 m;d ¼ c � 1;
� ck10 cð Þ þ m� cð Þk01 cð Þ½ �; 0 6 c 6 m; d ¼ c;

m� cð Þk01 cð Þ; 0 6 c 6 m� 1;d ¼ c þ 1;
0; otherwise:

8>>><
>>>:

ð94Þ
where the rates

k10 cð Þ ¼ lb sm�cþ1=sm�cð ÞL0W4�W ;

k01 cð Þ ¼ clb sm�c�1=sm�cð ÞL0W4�We�L04
�W

= 1� e�L04
�W

� �
:

ð95Þ
at which a single genes acquires or loses a targeted binding site will
depend on how many genes c that have not yet reached their local
targets. In Appendix B we will analyze the properties of the waiting
time distribution for a target-selected model

s0 ¼ s1 ¼ . . . ¼ sm�1 ¼ 1; sm ¼ s: ð96Þ
In particular we will investigate how sensitive the expected waiting
time is to the selection coefficient s ¼ sm of the final target.

10.2.2. Arbitrary order of target appearance, C ¼ 3
As in the previous subsection, assume an arbitrary order of tar-

get appearance (TA = arbitrary), and to start with, a multiplicative
selection model (88). We will describe how the waiting time distri-
bution is determined when the components Ctj 2 0;1;2f g of the
array component process Ct has C ¼ 3 levels, of which Ctj ¼ 0 cor-
responds to a locally reached target of gene j. Double mutations
(78) that affect two genes will be ignored, so that Ctj evolve as inde-
pendent Markov processes for j ¼ 1; . . . ;m, with a marginal distri-
bution j0;j1;j2ð Þ obtained from (49) and a transition matrix

K ¼ kcdð Þ2c;d¼0 obtained from (73) and (77). It is possible then to
‘‘half-reduce” the state space of Ct to

Chalfred ¼ c ¼ c1; c2ð Þ; 0 6 c1 þ c2 6 mf g: ð97Þ
Whereas the unreduced state space (49) has 3m states, the half-
reduced one in (97) has mþ 1ð Þ mþ 2ð Þ=2 states. If Ct ¼ c1; c2ð Þ,
there are c1; c2, and m� c1 � c2 genes for which the corresponding
regulatory sequence process Ctj equals 0, 1, and 2 respectively. In
particular, c1; c2ð Þ ¼ m;0ð Þ is the absorbing state, whereas all other
states of Chalfred are non-absorbing. Since the components of Ctj

evolve independently, it follows that the marginal distribution of
C0 is multinomial, i.e.

P C0 ¼ cð Þ ¼ jhalfred;c ¼ m!

c2!c1! m� c1 � c2ð Þ!j
c1
0 j

c2
1 j

m�c1�c2
2 : ð98Þ
hastic tunneling (ST). All other parameters are the same as for the default model of
excellent approximation when ST is accounted for.

c ¼ 1

A arbitrary TA arbitrary or fixed

ST No ST ST

5:3813 � 107 5:3813 � 107 5:3813 � 107

8:6502 � 107 2:0548 � 108 2:0518 � 108

1:0912 � 108 6:9225 � 108 6:9065 � 108

1:2622 � 108 2:3985 � 109 2:3915 � 109

1:3993 � 108 8:7385 � 109 8:7090 � 109

1:5135 � 108 3:3245 � 1010 3:3120 � 1010
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The elements of the transition matrix Khalfred ¼ khalfred;cd
� �

are

khalfred;cd ¼

m� c1 � c2ð Þk21; d1 ¼ c1;d2 ¼ c2 þ 1; c1 þ c2 < m;

c2k12; d1 ¼ c1;d2 ¼ c2 � 1; c2 > 0;
c2k10; d1 ¼ c1 þ 1;d2 ¼ c2 � 1; c2 > 0;
c1k01; d1 ¼ c1 � 1;d2 ¼ c2 þ 1; c1 > 0;
�
X
e–c

khalfred;ce; d1 ¼ c1;d2 ¼ c2;

0; otherwise;

8>>>>>>>>>><
>>>>>>>>>>:

ð99Þ
where the first four rows of (99) correspond to scenarios where the
regulatory sequence component process Ctj of some gene changes
according to 2 ! 1;1 ! 2;1 ! 0, and 0 ! 1 respectively. The distri-
bution and expected value of the waiting time Tm are then derived
from

FTm tð Þ ¼ 1� jhalfred;n exp Khalfred;nt
� �

1n; t P 0;

E Tmð Þ ¼ �jhalfred;nK
�1
halfred;n1n;

ð100Þ

where jhalfred;n and Khalfred;n contain the marginal distribution prob-
abilities and the transition rates among the non-absorbing states of
Chalfred, whereas n = (m+1)(m+2)/2-1 is the number of non-absorbing
states.

Formula (100) is also valid for a general selection model shf gmh¼0.
A transition from c ¼ c1; c2ð Þ to d ¼ d1; d2ð Þ corresponds to a regu-
latory array component that changes type from g cð Þ ¼ c1 to
g dð Þ ¼ d1. The corresponding transition rate khalfred;cd in (100) will
therefore be a function of b sd1=sc1

� �
in the single transition rate

term on the right hand side. This generalized waiting time formula
can be applied, for instance, to the target-selected model (96).

It is shown in Appendix B.1 that not much accuracy is lost by
using C ¼ 2 intervals per gene instead of C ¼ 3 for neutral models.
On the other hand, we also demonstrate in Appendix B.1 that for a
target-selected model (96), C ¼ 3 is often required in order to
obtain an accurate approximation of the waiting time distribution
when s ¼ sm is large, whereas the coarser array decomposition
with C ¼ 2 can be very misleading.

10.2.3. Fixed order of target appearance, C ¼ 2
When the gene specific binding sites have to appear in a fixed

order (TA = fixed), the waiting time Tm will also depend on the back
mutation probability c, although not as strongly as when TA = arbi-
trary. In order to highlight this, the upper and lower parts of Fig. 2
in Section 2.2 depict the distribution and density functions of Tm,
for c ¼ 0 and c ¼ 1 respectively, when the state space (32) of Ct

has C ¼ 2 components per gene. It is more difficult to find closed
form expressions of E Tmð Þ when TA = fixed (compared to TA = arbi-
trary), even in the absence of stochastic tunneling, due to the fact
that the state space of Ct cannot be reduced to (29) when back
mutations are possible, i.e. when 0 < c 6 1. Indeed, when
TA = fixed, the targets of all genes with order number j
(2 6 j 6 m) are silent as long the first j� 1 targets have not yet
appeared. Therefore, when back mutations are possible and a
non-silent binding site is lost, the reduced state space will not
always keep track of the fact that one or several targets are
silenced. In spite of this, it can be shown that the distribution of
Tm, for a multiplicative model (88), is the same for TA = fixed and
TA = arbitrary when c ¼ 1, since the evolution of the m regulatory
sequences can be monitored independently, until all of them have
reached their targets. In particular, it follows from this that E Tmð Þ is
given by (9) when TA = fixed, c ¼ 1 and there is no stochastic tun-
neling (ST). In contrast, the distribution of Tm will differ for the two
TA schemes when 0 < c < 1, since back mutations are always
allowed at silent genes (since they do not decrease g cð Þ) when
TA = fixed, but only with probability c when TA = arbitrary.
It turns out that the distribution of Tm has a very explicit form
for a multiplicative selection model when TA = fixed, c ¼ 0, and
ST is not accounted for. Then the array component process Ct is still
Markovian after a reduction of the state space to (29). In particular,
the initial distribution of m� Ct is truncated geometric, with

P C0 ¼ cð Þ ¼ jred;c ¼
jm

0 ; c ¼ 0;
jm�c

0 1� j0ð Þ; c ¼ 1; . . . ;m;

	

with j0 as in (82), whereas the transition matrix Kred ¼ kred;cd
� �m

c;d¼0

has elements

kred;cd ¼

0; c þ 1 6 d 6 m;

jc�d�1
0 1� j0ð Þk10; 1 6 d 6 c � 1;

jc�1
0 k10; d ¼ 0;

�
Xc�1

e¼0

kred;ce; d ¼ c;

8>>>>>><
>>>>>>:

with k10 as in (90). From this, and the upper part of (92), it follows
that whenever a particular gene j becomes non-silent (that is, when
the binding site gets fixed in the previous gene j� 1), with probabil-
ity j0 it has its binding site at place already, whereas with probabil-
ity j1 it takes an Exp k10ð Þ-distributed time for this to happen. Since
target appearance happens independently for all genes, we deduce
that

Tm 2L C J; k10ð Þ
is a mixture of gamma distributions, and the mixing variable
J � Bin m;j1ð Þ is the number of genes that don’t have their targets
fixed when they are non-silenced. Based on this, it is possible to
derive the expected value and standard deviation of the waiting
time Tm, as

E Tmð Þ ¼ mj1 � k�1
10 ;

D Tmð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m 1� j2

0

� �q
� k�1

10 ;
if c ¼ 0; ð101Þ

in agreement with formula (11) for a selectively neutral model
(s ¼ 1 in (88)). In particular, we notice that E Tmð Þ grows linearly
with m in (101), when no back mutations appear. From Table 4
we also see that the upper part of (101) (which assumes no ST), pro-
vides an excellent approximation of E Tmð Þ also when ST occurs.
Again, this is a typical feature of a selectively neutral model.

11. Discussion

In this paper we developed a general analytical framework for
the statistical distribution of the waiting time Tm until one or sev-
eral binding sites appear in the enhancer or promoter regions of m
genes, in order for a new trait or phenotype to be expressed.
Assuming that the population is small enough to warrant a fixed-
state approximation, whereby all individuals have approximately
the same regulatory sequences at all m genes, we derived a
phase-type distribution approximation of the waiting time. Our
model includes a number of parameters, such as the number of
genesm, the population size N, the length of the regulatory regions
and of the binding sites at all genes, the frequencies of the nucle-
obases A;C;G; T , the mutation rate per nucleotide, the selective fit-
ness of individuals for which one or several of the binding site
targets have appeared, and finally a parameter that controls for
the extent to which back mutations are allowed. We also incorpo-
rated stochastic tunneling, whereby a newly mutated sequence
acquires a second mutation before it spreads to the whole popula-
tion, so that these two mutations effectively will resemble a double
mutation, on a larger timescale. Finally, we allowed the binding
site targets at the m genes to arrive in a pre-specified or arbitrary
order, with possible mismatches.
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For neutral models (that is, when the selective fitness is the
same for all individuals, regardless of the number of binding sites
that were acquired in their regulatory sequences), we found that
the expected waiting time E Tmð Þ increases logarithmically (lin-
early) with the number of genes m, when back mutations are not
allowed and the binding site targets may appear in an arbitrary
(fixed) order. On the other hand, E Tmð Þ increases exponentially
with m when back mutations are allowed, regardless of whether
the binding site targets appear in a fixed or arbitrary order. We
believe these are important findings. Indeed, it seems that back
mutations are difficult to avoid in a model, without incorporating
external information (Marks et al., 2017). We also found that
stochastic tunneling has a negligible impact on the waiting time
Tm for neutral models, and moderate influence for double mutation
events where the first mutation is neutral and the second one is
highly beneficial. On the other hand, stochastic tunneling may
greatly reduce the expected waiting time when the first mutation
is deleterious and the second one is not.

A number of generalizations of our work is possible. Below we
divide them into two categories in Sections 11.1–11.2, depending
on whether they require an extension of the model in Sections
2–4 or not.

11.1. Our imposed waiting time distribution approximations

Suppose that the model of Sections 2.1 and 3–4 provides a rea-
sonable description of the regulatory sequence dynamics at m
genes. Our analytical phase-type distribution of the waiting time
Tm, until all m targeted binding sites appear, is still an approxima-
tion that relies on a number of assumptions. First, it requires the
fixed state population model of Section 5, whereby all individuals
share the same consensus regulatory sequence at the enhancer/
promoter regions of all genes. This assumption is more accurate
the smaller the population size is, the shorter the regulatory
sequences are, and the smaller the mutation rate is.

Second, the rates in Section 5 at which the consensus sequences
change, due to single or double mutations, are also based on
asymptotic approximations. In particular, our derivation in Appen-
dix C.1 of double mutation rates due to stochastic tunneling, is a bit
heuristic. It is indeed an interesting topic of future research to find
more accurate expressions for double mutation rates of multitype
Moran processes.

Third, in Sections 6–7 we decomposed the set of possible con-
sensus regulatory sequences of all genes (the regulatory array) into
components. We assumed that jumps between these components
form a Markov process, whose jumps are either caused by single
or double mutations. The numerical results of Appendix B.1 and
the theoretical analysis of Appendix C.4 indicate that a decomposi-
tion (31) with components having C ¼ 2 intervals per gene works
well for neutral models, where C is the number of intervals of
the number of mismatches between each regulatory sequence
and the corresponding closest targeted binding site. We also found
that a finer decomposition of all regulatory arrays with at least
C ¼ 3 intervals per gene might be necessary for some models
where the final target has a higher fitness. On the other hand,
the even finer decomposition (41), which also includes hit vari-
ables, does not seem to increase the accuracy of the waiting time
distribution a lot. In general, a coarser decomposition of regulatory
arrays into larger components has the effect of shortening the
waiting time. Indeed, if regulatory arrays that are very distant from
the final target are mixed with those that are closer to the target,
the average effect is to shorten the waiting time. For this reason,
if the goal is to demonstrate that the waiting time is long, it is con-
servative to choose a coarser array decomposition.

We did not account for the fact that some mutations may cause
the same binding site sequence to appear at several overlapping
locations, except in a special case (see Appendices C.2 and C.5).
Although the rates of double mutations and stochastic tunneling
is typically negligible compared to the single mutation rates for
neutral models, they are sometimes important to account for in
models where the intermediate states have a selective disadvan-
tage. In addition, if the transition rates of single and double muta-
tions are of the same order, it turns out that the phase-type
distribution approximation is less accurate (Durrett et al., 2009;
Hössjer et al., 2018). It is also possible that triple mutations are
needed for some models where several intermediate states, before
the final target is reached, have a low fitness.

In spite of these approximations, we still believe that the phase-
type distribution approximation gives insights about the waiting
time Tm, and how it depends on various biological parameters.
11.2. Extensions of the model

The model of Sections 2–4 can be modified or extended in sev-
eral ways. First, in Section 4 we assumed point mutations such that
nucleotides change independently in space and time, with proba-
bilities that are the same for all loci. This implies that the nucleo-
tides of DNA strings, for a neutral model, are independent and
identically distributed random variables. The most obvious exten-
sion is to consider mutation rates that vary between genes, and
even within each regulatory sequence (mutational hotspots). A
more elaborate model allows for serial dependence between
nucleotides (Behrens and Vingron, 2010; Behrens et al., 2012), for
instance when mutations operate on codons, i.e. triplets of nucleo-
tides (Goldman and Yang, 1994), when the length of the regulatory
array may change through insertions and deletions (Tuğrul et al.,
2015), or when multiple mutations arrive together in clusters
(Chan and Gordenin, 2015). If the environment is modeled explic-
itly, it is also possible to consider stress-induced and other types of
non-random mutations (Fitzgerald and Rosenberg, 2019).

Second, it is possible to consider a population size N ¼ N tð Þ that
changes over time t. It follows from formula (23) that the transition
rates of the Markov processes in Sections 5 and 7 are independent
of population size for a selectively neutral model, and in this case
our results are valid also when N tð Þ varies over time. This is not
true for non-neutral models, since the fixation probability (5)
depends not only on selection coefficients, but also on the popula-
tion size. This implies that the transition matrix K ¼ K tð Þ of the
Markov process for the regulatory array components in Section 7
will vary over time for non-neutral models. However, it is possible
to generalize the density formula (58) for the waiting time Tm, to

f Tm tð Þ ¼ jn exp
Z t

0
Kn sð Þds

� �
Kna tð Þ1C ;

when t > 0, where Kn tð Þ and Kna tð Þ are the submatrices of K tð Þ, con-
taining all transitions between the non-absorbing states, and the
transitions from the non-absorbing to the absorbing states,
respectively.

Third, while we analyzed a Moran model of a homogeneous
population, it is also possible to study Moran models for popula-
tions with geographic substructure. In evolutionary graph theory,
a Moran model for a population of size N is depicted as a graph,
where each individual corresponds to a node with at least one 1
and at most N � 1 neighbors, depicted as edges between the nodes.
The meaning of these edges is that an offspring of a parent can only
replace a neighbor of that parent. Whereas a homogeneous popu-
lation corresponds to a complete graph, where all pairs of individ-
uals are connected, there are many other possibilities. Tkadlec et al.
(2018) have shown, when the mutation rate is small, that the
speed of evolution is sometimes slightly faster for a certain class
of sparse graphs that correspond to geographically subdivided
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populations. These results are of some relevance for our work,
since the fixed state assumption of Section 5 requires a small
mutation rate. However, it seems that the order of magnitude of
the expected waiting time cannot be reduced by imposing geo-
graphic substructure.

Fourth, it is also possible to extend our model to two-sex and
diploid populations, where each individual has two parents and
two copies of a regulatory array. Suppose there are N1 males and
N2 females in the population, with N ¼ N1 þ N2 so small that the
fixed state assumption (17) holds and the regulatory arrays of
the population can be represented by a consensus array. It is rea-
sonable then to believe that recombinations between two parental
regulatory sequences can be ignored, since both of them are well
approximated by the corresponding consensus regulatory
sequence. We conjecture that the results of this paper still hold
for such a diploid model, if N is replaced by some notion of effec-
tive population size Ne for a two-sex and diploid Moran model
(Moran, 1958b; Watterson, 1964).

Fifth, we have analyzed the waiting time until a fixed and pre-
specified target is reached; m binding sites within the enhancer/
promoter regions of m distinct genes. We also allowed for multiple
pathways towards a pre-specified target, by allowing the local tar-
gets of all genes to appear in an arbitrary order. In particular, we
found that this shortened the waiting time when some back muta-
tions are not allowed (c < 1). The waiting time will be shortened
even more if there are many possible targets of coordinated muta-
tions (Starr et al., 2017). In Appendix D we have quantified this by
describing how to include multiple targets within our framework.
In more detail, we analyze the waiting time until some target of m
genes is reached, when there is a pool ofM P m genes, all of which
are part of at least one target of m genes.
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Appendix A. Marginal distribution and transition rate of the
array component process for the Jukes-Cantor model

Recall that the stationary distribution and transition rate matrix
of the array component process Ct in (46) are needed in order to
find the phasetype distrubtion (56) of Tm, the waiting time until
a global target of m genes has been reached. In Section 9 we ana-
lyzed properties of Ct , by deriving an explicit formula for its sta-
tionary distribution in (68), and expressions for the transition
rates due to single mutations (73) and double mutations (77)
and (78). In order to further simplify these formulas we need
expressions for the probability Pjc in (62) that a randomly chosen
word of length W belongs to set Bjc in (38), the corresponding joint
probability Pjcg in (64) that two binding sites at distance g belong

to Bjc , as well as the one- and two-step transition rates h 1ð Þ
jcd and h 2ð Þ

jcd ,
in (72) and (76), between the disjoint sets Bjc and Bjd of words of
length W.

In this appendix we will compute these quantities when the
transition probabilities between nucleotides are uniform, as for
the Jukes-Cantor model in (2). This implies that all four nucle-
obases have the same marginal probability 1/4 (cf. (3)), so that
the probability of any word b of length W is pb ¼ 4�W . Conse-
quently, the probability

Pjc ¼ jBjcj
4W ðA:1Þ

that a randomly chosen binding site belongs to Bjc is proportional to
the number of elements jBjcj of this set, whereas

Pjcg ¼ jBjcjg
4Wþg ðA:2Þ

is proportional to the number

jBjcjg ¼
X
b2Bjc

X
b02Bjc

1 bgþ1:W ¼ b0
1:W�g

� �

¼
X

bgþ1 ;...;bW

X
b1 ;...;bg

1 b 2 Bjc
� �

�
X

b1 ;...;bg

1 bgþ1; . . . ; bW ; b1; . . . ; bg
� � 2 Bjc
� �

ðA:3Þ

of pairs of binding sites in Bjc , whose last and first W � g letters
agree (with jBjcj0 ¼ jBjcj). The equivalent formulation in the second

step of (A.3) reveals that it is possible to compute jBjcjg in O 4W
� �

operations. Since the transition probability for the Jukes-Cantor
model is pxy ¼ 1=3 between any two distinct nucleotides x– y,
given that a mutation occurs, it follows from (72) and (A.1) that

h 1ð Þ
jcd ¼ 1

3jBjcj
X
b2Bjc

X
b02Bjd

1 jb0 � bj ¼ 1
� � ðA:4Þ

is found by summing over all pairs b;b0 with b 2 Bjc and b0 2 Bjd

such that jb0 � bj ¼ 1. A similar analysis for double mutations, based
on (76) and (A.1), reveals that

h 2ð Þ
jcd ¼ 1

9jBjcj
X
b2Bjc

X
b02Bjd

1 jb� bj ¼ 2ð Þ ðA:5Þ

involves summation over pairs b;b0 with b 2 Bjc and b0 2 Bjd such
that jb0 � bj ¼ 2.

In order to find Pjc;Pjcg; h
1ð Þ
jcd , and h 2ð Þ

jcd , we need to compute the
number of elements jBjcj of Bjc in (A.1), the number jBjcjg of pairs
of binding sites in (A.3), and the double sums that appear in
(A.4) and (A.5). To this end, we will assume that the division of
the state space X of regulatory sequences into distinct components
is very similar for all promoter regions j. In more detail, we restrict
ourselves to the case when the number of targeted binding sites
Kj ¼ K and the number of components Cj ¼ C in formula (30) is
the same for all j ¼ 1; . . . ;m. We will also postulate that for each
c 2 0; . . . ;C � 1f g, the corresponding component X jc of regulatory
sequences is based on the same set of distances to the closest bind-
ing site for all j ¼ 1; . . . ;m, so that (33) simplifies to
Djc ¼ Dc ¼ dc; . . . ; dcþ1 � 1f g; ðA:6Þ
for some pre-specified numbers 0 ¼ d0 < d1 < . . . < dC ¼ W þ 1. In
particular, if dC0 ¼ dmax þ 1 for some 1 6 C0 < C, it follows that the
first C0 components X j0; . . . ;X j;C0�1 correspond to a reached target
for gene j. Therefore, the type g cð Þ of all regulatory arrays within
component X c simplifies from (35) to

g cð Þ ¼
min j; 1 6 j 6 m; cj P C 0� �� 1; for fixed order of TA;Xm
j¼1

1 cj < C0� �
; for arbitrary order of TA:

8><
>:

The set of binding sites in (38), with distances (33) to the target of
enhancer/promoter region j, takes the form

Bjc ¼ b 2 Ball; dc 6 min
16k6K

jb� bjkj 6 dcþ1 � 1
	 


: ðA:7Þ



Fig. 6. Illustration of how the W letters of a word b is divided into 5 blocks
depending on how they relate to the two possible targeted binding sites bj1 and bj2

of length W in the regulatory region of gene j. From the upper part of the figure we
see that 0 < Wj 6 W and W �Wj are the number of letters where bj1 and bj2 differ
and agree. From the lower part of the figure we notice that these two subwords are
further divided into 2 or 3 smaller words, depending on how b relates to bj1 and bj2.
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Since the targeted binding sites bj1; . . . ;bjK may vary with region, so

will Bjc and X jc . But it turns out that jBjcj; h 1ð Þ
jcd , and h 2ð Þ

jcd will still have a
tractable form when K equals 1 or 2. In particular, we know from

formulas (73), (77), and (78) that in order to find h 1ð Þ
jcd it suffices to

consider neighboring sets Bjc and Bjd of binding sites with

jd� cj ¼ 1, whereas for h 2ð Þ
jcd we also need to analyze instances when

jd� cj ¼ 2. In addition, since (A.4) and (A.5) are symmetric in Bjc

and Bjd, we have that

jBjcjh 1ð Þ
jc;c�1 ¼ jBj;c�1jh 1ð Þ

j;c�1;c;

jBjcjh 2ð Þ
jc;c�2 ¼ jBj;c�2jh 2ð Þ

j;c�2;c:
ðA:8Þ

For this reason, we will only give expressions for h 1ð Þ
jcd when

d ¼ c � 1, and for h 2ð Þ
jcd when d ¼ c � 2.

Our analyses depend crucially on the number K of targeted bind-
ing sites per region j. In the next three subsections of this appendix
we will consider the cases K ¼ 1;K ¼ 2, and arbitrary K separately.

A.1. Each local target consists of one binding site (K ¼ 1)

When K ¼ 1 there is one targeted binding site bj ¼ bj1 of each
regulatory region j. Formula (A.7) simplifies to

Bjc ¼ b 2 Ball; dc 6 jb� bjj 6 dcþ1 � 1
� �

: ðA:9Þ
Since the nucleotides of a word of length W are chosen indepen-
dently with uniform probabilities 1=4, its number of mismatches
with the targeted binding site bj has a binomial distribution with
parameters W and 3=4. From this it follows that the probability
(A.1) that a randomly chosen word of length W belongs to Bjc , can
be written as

Pjc ¼ jBjcj
4W ¼ 1

4W

Xdcþ1�1

d¼dc

W
d

� �
3d: ðA:10Þ

In order to obtain the one-step transition rate h 1ð Þ
jc;c�1 between Bjc and

Bj;c�1, we must first find the number of pairs b 2 Bjc and b0 2 Bj;c�1

with jb0 � bj ¼ 1, such that a single letter change from b to b0

decreases the distance to bj from dc to dc � 1. There are W
dc

� �
3dc ways

of choosing b, and for each such b there are dc ways of selecting b0,
since any of the dc letters of b that do not match bj can be changed
in a unique way in order to equal the corresponding letter of bj.
Multiplying these two numbers, and then dividing by the normaliz-
ing factor 3jBjcj in (A.4), we find that

h 1ð Þ
jc;c�1 ¼

W
dc

� �
3dcdc

3jBjcj : ðA:11Þ

When d ¼ c � 2, we need to find the number of pairs b 2 Bjc and
b0 2 Bj;c�2, with jb0 � bj ¼ 2, such that changing two letters of b
decreases its distance to bj from dc to dc � 2. This is only possible
if dc�1 ¼ dc � 1 (otherwise the second mutation will be silent). Then

there are W
dc

� �
3dc ways of choosing b, and for each such b there are

dc
2

� �
ways of choosing b0, by changing any two of the dc positions of b

that do not match b1. Multiplying these two numbers, and then
dividing by the normalizing factor 9jBjcj in (A.5), we find that

h 2ð Þ
jc;c�2 ¼

0; dc�1 < dc � 1;
W
dc

� �
3dc dc

2

� �
= 9jBjcj
� �

; dc�1 ¼ dc � 1:

(
ðA:12Þ

A.2. Each local target consists of two binding sites (K ¼ 2)

When K ¼ 2 each regulatory region j has two targeted binding
sites bj1 and bj2. This implies that the c:th set of binding sites in
(A.7), can be written as
Bjc ¼ b 2 Ball; dc 6 dj bð Þ 6 dcþ1 � 1
� �

; ðA:13Þ
where dj bð Þ ¼ min jb� bj1j; jb� bj2j

� �
is the distance from b to the

closest targeted binding site. The three quantities of interest,

Pjc; h
1ð Þ
jc;c�1, and h 2ð Þ

c;c�2, will all depend on the number of letters

0 < Wj ¼ jbj2 � bj1j 6 W where bj1 and bj2 differ. The number of
mismatches between b and the closest targeted binding site, can
be written as

dj bð Þ ¼ V3 þmin Wj � V1;Wj � V2
� �

¼ Wj þ V3 �max V1;V2ð Þ
where Vk (0 6 Vk 6 Wj) is the number of letters where b agrees
with bjk, for k ¼ 1;2, among thoseWj positions where bj1 and bj2 dif-
fer, whereas 0 6 V3 6 W �Wj is the number of letters where b dif-
fers from both of bj1 and bj2, among those W �Wj positions where
bj1 equals bj2. This is illustrated in Fig. 6.

Notice that V1;V2;V3 depend on b as well as j, although this will
not be made explicit in the notation. In the calculations below, we
will divide the W letters of b into five regions of size
W �Wj � V3;V1;V2;V3, and Wj � V1 � V2. These five regions refer
to whether b matches both, only one or none of the targeted bind-
ing sites bj1 and bj2. Since V1;V2;Wj � V1 � V2

� �
has a multinomial

distribution with Wj trials and cell probabilities 1/4, 1/4, and 2/4
for a randomly chosen b, whereas V3 has a binomial distribution
with number of trials W �Wj and probability 3=4, for a randomly
chosen b, it follows that

Pjc ¼
X

v1 ;v2 ;v32Vjc

P V1 ¼ v1;V2 ¼ v2ð ÞP V3 ¼ v3ð Þ

¼
X

v1 ;v2 ;v32Vjc

Wj !

v1 !v2 ! Wj�v1�v2ð Þ! 1=4ð Þv1þv2 2=4ð ÞWj�v1�v2

� W�Wj
v3

� �
1=4ð ÞW�Wj�v3 3=4ð Þv3

¼ 4�W
X

v1 ;v2 ;v32Vjc

Wj ! W�Wjð Þ!
v1 !v2 !v3 ! Wj�v1�v2ð Þ! W�Wj�v3ð Þ!2

Wj�v1�v23v3 ;

where

V jc ¼ v1;v2;v3ð Þ; dc 6 Wj þ v3 �max v1; v2ð Þ 6 dcþ1 � 1
� �

:

In order to get an explicit expression for the one-step transition rate

h 1ð Þ
jc;c�1 between Bjc and Bj;c�1, we need to find the number of pairs

b 2 Bjc and b0 2 Bj;c�1 with jb0 � bj ¼ 1, such that a single changed



Fig. 7. Illustration of how the set Ball of words of length W clusters into K ¼ 2
regions when the corresponding targeted binding sites bj1; . . . ;bjK of gene j are so
widely dispersed that the C ¼ 4 distance classes satisfy (A.16). The regions between
the solid concentric circles correspond to the sets Bjck in (A.18), whereas those
words whose distance to the closest binding site is dC�1, correspond to the regions
between the outermost solid circles and the dotted circles. The short diagonal
arrows that cross the circles represent the transition rates h 1ð Þ

32 (outer), h 1ð Þ
21 (middle)

and h 1ð Þ
10 (inner).
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letter from b to b0 decreases dj bð Þ from dc to dc � 1. For each such b
we compute the numbers v1;v2;v3 defined above, and find from
(A.4) that
Table 5
Values of the expected waiting time E Tmð Þ until the binding site targets of all m ¼ 1 or m ¼
binding site length W, maximal mismatch dmax, and a regulatory array decomposition (31)
from the paragraph below (34) that dmax has to be a right end point of one of these interva
values of the minus one hit variable Hm1 ¼ H dmaxþ1f g X0j

� �
, that is, the expected value of the n

gene j by one letter.

W dmax C D0; . . . ;DC�1

6 0 2 0f g; 1;2;3;4;5;6f g
3 0f g; 1f g; 2;3;4;5;6f g
4 0f g; 1f g; 2f g; 3;4;5;6f g
5 0f g; 1f g; 2f g; 3f g; 4;5;6f g

1 2 0;1f g; 2;3;4;5;6f g
3 0;1f g; 2f g; 3;4;5;6f g
4 0;1f g; 2f g; 3f g; 4;5;6f g

2 2 0;1;2f g; 3;4;5;6f g
3 0;1;2f g; 3f g; 4;5;6f g

8 0 2 0f g; 1;2;3;4;5;6;7;8f g
3 0f g; 1f g; 2;3;4;5;6;7;8f g
4 0f g; 1f g; 2f g; 3;4;5;6;7;8f g
5 0f g; 1f g; 2f g; 3f g; 4;5;6;7;8f g

1 2 0;1f g; 2;3;4;5;6;7;8f g
3 0;1f g; 2f g; 3;4;5;6;7;8f g
4 0;1f g; 2f g; 3f g; 4;5;6;7;8f g

2 2 0;1;2f g; 3;4;5;6;7;8f g
3 0;1;2f g; 3f g; 4;5;6;7;8f g

10 0 2 0f g; 1;2;3;4;5;6;7;8;9;10f g
3 0f g; 1f g; 2;3;4;5;6;7;8;9;10f
4 0f g; 1f g; 2f g; 3;4;5;6;7;8;9;10f
5 0f g; 1f g; 2f g; 3f g; 4;5;6;7;8;9;1f

1 2 0;1f g; 2;3;4;5;6;7;8;9;10f g
3 0;1f g; 2f g; 3;4;5;6;7;8;9;10f
4 0;1f g; 2f g; 3f g; 4;5;6;7;8;9;10f

2 2 0;1;2f g; 3;4;5;6;7;8;9;10f g
3 0;1;2f g; 3f g; 4;5;6;7;8;9;10f
h 1ð Þ
jc;c�1 ¼ 1

3jBjc j
X

v1 ;v2 ;v32V0
jc

Wj ! W�Wjð Þ!
v1 !v2 !v3 ! Wj�v1�v2ð Þ! W�Wj�v3ð Þ!2

Wj�v1�v2 3v3

� Wj þ v3 � v1
� �1 v1>v2ð Þ 2Wj þ v3 � v1 � v2

� �1 v1¼v2ð Þ

� Wj þ v3 � v2
� �1 v1<v2ð Þ

;

ðA:14Þ
where summation is over the set

V0
jc ¼ v1;v2;v3ð Þ; Wj þ v3 �max v1;v2ð Þ ¼ dc

� �
:

We can motivate (A.14) by noticing that the upper row terms of the
summation on the right hand side of (A.14) is the number of words
b that match the corresponding triple v1;v2;v3ð Þ. Given b, the num-
ber of possible changes of letters that move this word one step clo-
ser to the target will depend on v1; v2;v3ð Þ. The number of such
changes is v2 þ Wj � v1 � v2

� �þ v3 ¼ Wj þ v3 � v1 when v1 > v2,
by symmetry it is Wj þ v3 � v2 when v1 < v2, and it is
v1 þ v2 þ v3 þ 2 Wj � v1 � v2

� � ¼ 2Wj þ v3 � v1 � v2 in the case
when v1 ¼ v2, since at all theWj � v1 � v2 positions where b differs
from bj1 and bj2, it is possible to have a change that matches bj1 or
bj2.

As a next step we will derive an expression for h 2ð Þ
jc;c�2, and for

this we need the number of pairs b;b0 with jb0 � bj ¼ 2 such that
two mutations change b into b0 and thereby decreases dj bð Þ from
dc to dc � 2, if dc�1 ¼ dc � 1. We find from (A.5) that
2 genes appear for a neutral model (s0 ¼ . . . ¼ sm ¼ 1), and different combinations of
that uses distance intervals D0 ; . . . ;DC�1 in (A.6) for the number of mismatches (recall
ls). All other parameters are given by Table 3. The last column displays the expected
umber of substrings of a regulatory sequence of length W that miss the local target of

m ¼ 1 m ¼ 2 E Hm1ð Þ

5:3813 � 107 2:0518 � 108 4.37

5:3857 � 107 2:0532 � 108

5:3857 � 107 2:0532 � 108

5:3857 � 107 2:0532 � 108

4:5271 � 104 9:0758 � 104 32.79

4:5271 � 104 9:0758 � 104

4:5271 � 104 9:0758 � 104

4:318 � 10�11 8:637 � 10�11 131.18

4:318 � 10�11 8:637 � 10�11

8:1257 � 108 2:8186 � 1010 0.36

8:3810 � 108 2:8659 � 1010

8:3816 � 108 2:8660 � 1010

8:3816 � 108 2:8660 � 1010

2:6897 � 107 8:2858 � 107 3.82

2:6962 � 107 8:3035 � 107

2:6962 � 107 8:3035 � 107

6:5645 � 104 1:3177 � 105 22.91

6:5645 � 104 1:3177 � 105

1:0571 � 1010 5:5986 � 1012 0.03

g 1:0920 � 1010 5:6850 � 1012

g 1:0941 � 1010 5:6864 � 1012

0g 1:0941 � 1010 5:6864 � 1012

3:8057 � 108 7:1473 � 109 0.38

g 4:0143 � 108 7:3738 � 109

g 4:0157 � 108 7:3746 � 109

2:1628 � 107 6:4344 � 107 3.06

g 2:1770 � 107 6:4722 � 107
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h 2ð Þ
jc;c�2 ¼ 1 dc�1 ¼ dc � 1ð Þ= 9jBjcj

� �
�
X

v1 ;v2 ;v32V0
jc

Wj ! W�Wjð Þ!
v1 !v2 !v3 ! Wj�v1�v2ð Þ! W�Wj�v3ð Þ!2

Wj�v1�v2 3v3

� Wjþv3�v1
2

� �1 v1>v2ð Þ
Wjþv3�v2

2

� �1 v1<v2ð Þ

� Wjþv3
2

� �
� v1v2 þ v3 Wj � v1 � v2

� �þ Wj�v1�v2
2

� �h i1 v1¼v2ð Þ
:

ðA:15Þ

Eq. (A.15) is analogous to (A.14), and in particular the last two rows
give the number of ways of changing the letters of b, so that this
word is moved two steps closer to the target of gene j, for different
choices of v1;v2; v3ð Þ. When v1 > v2, we choose the two mutations
of b from any of the v3 þ v2 þ Wj � v1 � v2

� � ¼ Wj þ v3 � v1 posi-
tions where b either differs from both of bj1 and bj2, or where b dif-

fers from bj1 only. This gives Wjþv3�v1
2

� �
ways of choosing b0. By

symmetry it follows that there are Wjþv3�v2
2

� �
ways of selecting b0

when v1 < v2. The case v1 ¼ v2 is more complicated, since the posi-
tions where b differs from exactly one of bj1 and bj2, or positions
where b differs from a common value of bj1 and bj2, can be changed
in one way only in order to decrease the distance to the closest
targeted binding site, whereas the Wj � v1 � v2 positions where b
differs from both of bj1 and bj2 (when these are distinct), can
be changed in two ways. From this it follows that total number of
ways to choose exactly two mutations in b is v3

2

� �þ v1
2

� �þ
v2
2

� �þ 2 Wj�v1�v2
2

� �
þ v3v1 þ v3v2 þ 2v3 Wj � v1 � v2

� �þ v1 Wj � v1�
�

v2Þ þ v2 Wj � v1 � v2
� �

, which equals the last expression within
squared brackets in (A.15).

A.3. Each local target consists of any number K of binding sites

When K > 2, the method of Appendix A.2 is computationally
unfeasible; to bookkeep all the ways in which the targeted binding
sites bj1; . . . ;bjK of gene j may overlap.

A general brute force approach of computing Pjc; h
1ð Þ
jcd and h 2ð Þ

jcd , is

to enumerate all binding sites b 2 Bjc or to list all neighboring pairs
b 2 Bjc and b0 2 Bjd of binding sites for which jb0 � bj equals 1 or 2.
According to (A.1), (A.4), and (A.5), this requires jBjcj;3WjBjcj, and
9 W

2

� �jBjcj operations respectively, since each b 2 Bjc has 3W neigh-

boring binding sites b0 at distance 1, and 9 W
2

� �
binding sites b0 at

distance 2. Since
P

cjBjcj ¼ 4W , it follows that the total complexity

to compute all Pjc; h
1ð Þ
jcd , and h 2ð Þ

jcd for region j, is of order 4W ;3W4W ,

and 9W W � 1ð Þ4W�1=2 respectively. Although the computational
complexity of this approach is independent of K, it is till only fea-
sible for moderately large values of W.

It is possible though to find a rapid way of computing Pjc; h
1ð Þ
jcd ,

and h 2ð Þ
jcd , if the targeted binding sites bj1; . . . ;bjK of gene j are suffi-

ciently dispersed among all words Ball of length W. More specifi-
cally, let B b; dð Þ ¼ b0 2 Ball; jb0 � bj 6 d

� �
refer to the ball of radius

d around b. We will assume that the K balls

B bj1; dC�1
� �

; . . . ;B bjK ; dC�1
� �

are disjoint; ðA:16Þ
and a necessary condition for this to hold is that

K
XdC�1

d¼0

W
d

� �
3d 6 4W : ðA:17Þ

Recall from (A.7) that Bjc is the set of words of length W whose dis-
tance to the closest targeted binding site of gene j belongs to inter-
val Dc in (A.6). As illustrated in Fig. 7, a consequence of (A.16) is that
Bjc ¼ [K

k¼1Bjck, when 0 6 c 6 C � 2, is a disjoint union of the sets
Bjck ¼ b 2 Ball; dc 6 jb� bjkj 6 dcþ1 � 1
� �

; ðA:18Þ
with words having a distance to bjk that belongs Dc . Therefore, the
probability that a randomly chosen word has a distance in Dc to
the closest binding site is found (when 0 6 c 6 C � 2) by first com-
puting the probability (A.10) that the distance to one specific bind-
ing site belongs to Dc , and then multiplying this number by K, i.e.

Pjc ¼ jBjcj
4W ¼ K

Xdcþ1�1

d¼dc

W
d

� �
3d=4W ; c ¼ 0;1; . . . ;C � 2;

1� Pj0 þ . . .þPj;C�2
� �

; c ¼ C � 1:

8>><
>>:

ðA:19Þ
Likewise, (A.16) implies that any word b of length W has distance
dC�1 to at most one targeted binding site of gene j. Therefore, we
find from (A.11) and (A.12) that

h 1ð Þ
jc;c�1 ¼

K W
dc

� �
3dcdc

3jBjcj ðA:20Þ

for c ¼ 1;2; . . . ; C � 1, and

h 2ð Þ
jc;c�2 ¼

0; dc�1 < dc � 1;

K W
dc

� �
3dc dc

2

� �
= 9jBjcj
� �

; dc�1 ¼ dc;

(
ðA:21Þ

for c ¼ 2;3; . . . ; C � 1, whenever (A.16) holds.

Appendix B. Further numerical waiting time results

In this appendix we will continue the analysis of Section 10 by
giving further numerical illustrations of the distribution of Tm, the
waiting time until targeted binding sites in the regulatory regions
of m genes are reached. In particular, we will continue using the
default parameter setting of Table 3 and vary one or a few param-
eters at a time.

B.1. Varying coarseness of the array components

Recall that the finer the array component decomposition (24) is,
the more accurate is the Markov approximation of the array com-
ponent process Ct and the better the distribution of the waiting
time Tm is approximated by the phase-type distribution formula
(57). Here in Appendix B.1 we will investigate how the coarseness
of the array component decomposition affects the expected value
and quantiles of Tm, for some systems withm ¼ 1 andm ¼ 2 genes.
This numerical study is accompanied by a more theoretical study
in Appendix C.4, where explicit conditions are given under which
the Markov process approximation of Ct is accurate.

B.1.1. Array components based on number of mismatches
B.1.1.1. Neutral models
Recall that the distance (14) to the local target at each gene is

defined in terms of the number of mismatches between substrings
of the regulatory sequence and the closest binding site of that gene.
The corresponding array decomposition (31) records, for each
gene, to which interval D0; . . . ;DC�1 in (A.6) this distance belongs.
It follows from (32) that the regulatory array component process
Ct has a state space whose size jCmismj ¼ Cm grows exponentially
with the number of genes m. It is therefore important to keep C
as small as possible, and at the same time not loose accuracy.

Table 5 displays values of E T1ð Þ and E T2ð Þ for various combina-
tions of word length W and maximal mismatch dmax. The model is
selectively neutral model (s0 ¼ . . . ¼ sm ¼ 1), so that double muta-
tions can effectively be ignored. For each combination of W and
dmax, the number C of distance intervals is varied. It can be seen
from this table that C has a very small impact on the expected



Table 6
Values of the expected waiting time E Tmð Þ until the binding site targets of all m ¼ 1 or m ¼ 2 genes appear for a non-neutral model (96) with s0 ¼ . . . ¼ sm�1 ¼ 1 and sm ¼ 10. All
other details are the same as in Table 5.

W dmax C D0; . . . ;DC�1 m ¼ 1 m ¼ 2 E Hm1ð Þ
6 0 2 0f g; 1;2;3;4;5;6f g 5:9792 � 103 7:3978 � 106 4.37

3 0f g; 1f g; 2;3;4;5;6f g 3:6635 � 104 7:4818 � 106

4 0f g; 1f g; 2f g; 3;4;5;6f g 3:6635 � 104 7:4818 � 106

5 0f g; 1f g; 2f g; 3f g; 4;5;6f g 3:6635 � 104 7:4818 � 106

1 2 0;1f g; 2;3;4;5;6f g 5:0301 � 100 1:7735 � 101 32.79

3 0;1f g; 2f g; 3;4;5;6f g 5:0301 � 100 1:7735 � 101

4 0;1f g; 2f g; 3f g; 4;5;6f g 5:0301 � 100 1:7735 � 101

2 2 0;1;2f g; 3;4;5;6f g 4:7983 � 10�15 9:5966 � 10�15 131.18

3 0;1;2f g; 3f g; 4;5;6f g 4:7983 � 10�15 9:5966 � 10�15

8 0 2 0f g; 1;2;3;4;5;6;7;8f g 9:0285 � 104 3:4902 � 108 0.36

3 0f g; 1f g; 2;3;4;5;6;7;8f g 1:8297 � 107 6:4869 � 108

4 0f g; 1f g; 2f g; 3;4;5;6;7;8f g 1:8362 � 107 6:4917 � 108

5 0f g; 1f g; 2f g; 3f g; 4;5;6;7;8f g 1:8362 � 107 6:4917 � 108

1 2 0;1f g; 2;3;4;5;6;7;8f g 2:9886 � 103 2:1745 � 106 3.82

3 0;1f g; 2f g; 3;4;5;6;7;8f g 3:6609 � 104 2:2792 � 106

4 0;1f g; 2f g; 3f g; 4;5;6;7;8f g 3:6609 � 104 2:2792 � 106

2 2 0;1;2f g; 3;4;5;6;7;8f g 7:2939 � 100 3:0741 � 101 22.91

3 0;1;2f g; 3f g; 4;5;6;7;8f g 7:2939 � 100 3:0741 � 101

10 0 2 0f g; 1;2;3;4;5;6;7;8;9;10f g 1:1746 � 106 5:8251 � 109 0.03

3 0f g; 1f g; 2;3;4;5;6;7;8;9;10f g 2:5867 � 108 7:3885 � 1010

4 0f g; 1f g; 2f g; 3;4;5;6;7;8;9;10f g 2:7992 � 108 7:5295 � 1010

5 0f g; 1f g; 2f g; 3f g; 4;5;6;7;8;9;10f g 2:8006 � 108 7:5298 � 1010

1 2 0;1f g; 2;3;4;5;6;7;8;9;10f g 4:2286 � 104 1:3994 � 108 0.38

3 0;1f g; 2f g; 3;4;5;6;7;8;9;10f g 1:1117 � 107 2:4471 � 108

4 0;1f g; 2f g; 3f g; 4;5;6;7;8;9;10f g 1:1261 � 107 2:4540 � 108

2 2 0;1;2f g; 3;4;5;6;7;8;9;10f g 2:4032 � 103 1:4646 � 106 3.06

3 0;1;2f g; 3f g; 4;5;6;7;8;9;10f g 6:1932 � 104 1:6782 � 106

Table 7
Values of the expected value E T1ð Þ, median F�1

T1
0:5ð Þ and 0.99 quantile F�1

T1
0:99ð Þ of the waiting time T1 until the targeted binding site of m ¼ 1 gene appears for a non-neutral

model with s0 ¼ 1 and s1 ¼ 10. No mismatches with the targeted binding site are allowed (dmax ¼ 0), and a mismatch-based regulatory sequence decomposition (31) is used with
C ¼ 2 or C ¼ 3 intervals D0 ¼ 0f g; . . . ;DC�1 ¼ C � 2f g, and DC ¼ C � 1; . . . ;Wf g. When C ¼ 3, the impact of stochastic tunneling (ST) is shown. See also Table 6 for comparison.

W C ST E T1ð Þ F�1
T1

0:5ð Þ F�1
T1

0:99ð Þ
6 2 No 5:9792 � 103 3:4322 � 103 3:3255 � 104

3 No 5:1250 � 104 3:4438 � 103 6:2047 � 104

3 Yes 3:6635 � 104 3:4438 � 103 6:0190 � 104

7 2 No 2:4623 � 104 1:6548 � 104 1:1890 � 105

3 No 3:4681 � 106 1:9821 � 104 4:2845 � 107

3 Yes 2:3559 � 106 1:9805 � 104 2:9053 � 107

8 2 No 9:0285 � 104 6:2148 � 104 4:2074 � 105

3 No 2:6988 � 107 1:2425 � 107 1:6636 � 108

3 Yes 1:8297 � 107 8:4226 � 106 1:1277 � 108

9 2 No 3:2501 � 105 2:2490 � 105 1:5012 � 106

3 No 1:1037 � 108 7:2074 � 107 5:5183 � 108

3 Yes 7:4797 � 107 4:8845 � 107 3:7398 � 108

10 2 No 1:1746 � 106 8:1380 � 105 5:4130 � 106

3 No 3:8175 � 108 2:6098 � 108 1:7985 � 109

3 Yes 2:5867 � 108 1:7684 � 108 1:2187 � 109

O. Hössjer, Günter Bechly and A. Gauger Journal of Theoretical Biology 524 (2021) 110657



O. Hössjer, Günter Bechly and A. Gauger Journal of Theoretical Biology 524 (2021) 110657
waiting time E Tmð Þ. Although the last column of Table 5 reveals
that E Tmð Þ is somewhat more sensitive to the choice of C when
the expected value of the minus 1 hit variable Hm1 is small, it is still
the case that C ¼ 2 intervals 0; . . . ; dmaxf g and dmax þ 1; . . . ;Wf g is
sufficient for a neutral model, where all nonzero transition rates
between array components will be of the same order or magnitude
(so that clumping of states has a smaller effect), and double muta-
tions can be disregarded.

In order to illustrate analytically that C ¼ 2 and C ¼ 3 intervals
give very similar results, we consider a model with one single gene
(m ¼ 1) where a perfect match (dmax ¼ 0) to the single targeted
binding site (K1 ¼ 1) is required. The distribution of the waiting
time T1 was derived in (86) for C ¼ 2 distance-based intervals
D0 ¼ 0f g and D1 ¼ 1; . . . ;Wf g. In order to analyze the C ¼ 3 model,
recall from Table 5 that its distance intervals are given by
D0 ¼ 0f g;D1 ¼ 1f g, and D2 ¼ 2; . . . ;Wf g. Let Hc refer to the number
of substrings of the regulatory sequence whose number of mis-
matches to the targeted binding site belongs to Dc . From (63)
and (A.10) we find that

E H0ð Þ ¼ L04
�W ;

E H1ð Þ ¼ E Hm1ð Þ ¼ L03W4�W ;

E H2ð Þ ¼ L0 1� 4�W � 3W4�W
� �

:

ðB:1Þ

Since C ¼ 3, we have that the regulatory array component process
Ct 2 C ¼ 0;1;2f g. According to (66) and (68), the distribution of C0

is j0;j1;j2ð Þ, where

j0 ¼ 1� e�E H0ð Þ;

j1 ¼ e�E H0ð Þ 1� e�E H1ð Þ� �
;

j2 ¼ e� E H0ð ÞþE H1ð Þð Þ 1� e�E H2ð Þ� �
:

In order to find the distribution of T1 we must also find the transi-
tion matrix

Kn ¼ � k10 þ k12ð Þ k12
k21 �k21

� �

among the non-absorbing states Cn ¼ 1;2f g. For simplicity we will
ignore stochastic tunneling. For a selectively neutral model
(s0 ¼ s1 ¼ s2 ¼ 1), it follows from (73) and some computations that
the three (single mutation) transition rates of this matrix are

k10 ¼ lL0W4�W 1� e�L03W4�W
� ��1

;

k12 ¼ lL03W W � 1ð Þ4�We�L03W4�W
1� e�L03W4�W
� ��1

;

k21 ¼ lL03W W � 1ð Þ4�W :

The distribution of T1 can now be retrieved from (57) as

FT1 tð Þ ¼ 1� j1;j2ð Þ exp Kntð Þ 1
1

� �

for all t P 0. After some quite long calculations, it can be shown
that this formula simplifies to a simple mixture

T1 2L j0 � d0 þ 1� j0ð ÞExp kð Þ ðB:2Þ
of a one point distribution d0 at 0, and an exponential distribution
with rate parameter

k ¼ k10 þ k12 þ k21
2

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k10 þ k12 þ k21

2

� �2

� k10k21

s
;

where �k is the largest eigenvalue of Kn. Our objective is to find
how much the expected value of T1 is impacted by using C ¼ 2 or
C ¼ 3 intervals, and whether the expected value of the minus one
hit variable H1 ¼ Hm1 influences the result. Comparing formulas
(87) and (B.2), and using the fact that the probability j0 is the same
for both values of C, it follows that

E T1ð ÞC¼3

E T2ð ÞC¼2
¼ lL0W4�W

k
� 1; E Hm1ð Þ  1;

3W � 2ð Þ= 3W � 3ð Þ; E Hm1ð Þ � 1:

	

As mentioned above, this confirms the numerical values of Table 5,
where it was found that E T1ð Þ is essentially independent of C for
large values of E Hm1ð Þ, and only slightly dependent on C for small
values of E Hm1ð Þ.

We also notice some other features from Table 5. First,
E T2ð Þ=E T1ð Þ is larger for those scenarios that have a long waiting
time. This is due to the fact that the expected waiting time obeys
formula (9) when backward mutations are allowed (c ¼ 1), so that
E Tmþ1ð Þ=E Tmð Þ is close to r, the ratio in (93) between the rates at
which binding sites are lost and acquired. And this ratio tends to
get larger the longer the waiting time is. Second, if dmax ¼ 2 and
W ¼ 6, with very high probability, the target is reached already
at time t ¼ 0, and therefore the order of E Tmð Þ for this scenario is
very small, between 10�11 and 10�10.

B.1.1.2. Non-neutral models
Table 6 illustrates how the expected waiting time E Tmð Þ is

affected by the coarseness of the array decomposition (31). This
is similar to Table 5, apart from the fact that the final state in
Table 6 has a high fitness (s0 ¼ . . . ¼ sm�1 ¼ 1; sm ¼ 10). In this case
E T1ð Þ and E T2ð Þ are estimated well with C ¼ 2 distance intervals
when the expected value of the minus 1 hit variable Hm1 in the last
column is large. On the other hand, when the expected number of
minus 1 hits is moderately large or small, the model with C ¼ 2
intervals underestimates E T1ð Þ and E T2ð Þ severely. In this case at
least C ¼ 3 intervals are needed to obtain good approximations
of these two expected waiting times. Notice also that all models
in Table 5 with C P 3 include stochastic tunneling (ST). Since the
effect of double mutations is to reduce the waiting time, E T1ð Þ
and E T2ð Þ would differ even more between the C ¼ 2 and C ¼ 3 sce-
narios if ST was not accounted for the latter models.

In order to explain the results of Table 6, it is instructive to com-
pare the C ¼ 2 and C ¼ 3 scenarios for a model with one single
gene (m ¼ 1) and no allowed mismatches (dmax ¼ 0) between sub-
strings of the regulatory sequence of length W ¼ 6 and the tar-
geted binding site. We have that

j0 ¼ 0:7843;
j1 ¼ 0:2157;
k10 ¼ 1:3118 � 10�4;

when C ¼ 2;

whereas

j0 ¼ 0:2157;
j1 ¼ 0:7744;
j2 ¼ 0:0099;
k10 ¼ 1:3285 � 10�4;

k21 ¼ 2:1863 � 10�7;

k20 ¼ 1:0372 � 10�7;

when C ¼ 3:

When Ct has C ¼ 3 states, the two transition rates from state 2 (the
tunneling rate k20 and the single mutation rate k21) are both much
smaller than the single mutation rate k10 from state 1. Therefore,
the waiting time T1jC0 ¼ 2 will be orders of magnitude larger than
T1jC0 ¼ 1. And although the probability j2 ¼ 0099 is small that the
system starts with at least two mismatches (C0 ¼ 2), this will still
impact E T1ð Þ, since the distribution of T1 is highly skewed to the
right. Notice for instance that the median F�1

T1
0:5ð Þ of the waiting

time is quite insensitive to the number of array components Cwhen
j2 is small. This can be seen from Table 7 when W equals 6 or 7. In



Fig. 8. Illustration of two array component decompositions for a system withm ¼ 1
targeted gene. The states 0,1, and 2 of the coarser array decomposition (31) to the
left correspond to C ¼ 3 sets D0 ¼ 0f g;D1 ¼ 1f g and D2 ¼ 2; . . . ;Wf g of distances to
the nearest binding site. The states c;nð Þ of the finer decomposition (41) to the right
includes information about distance d 2 Dc to the nearest binding site, and number
Hc 2 Hcn of substrings of the regulatory sequence with such a distance, where
H01 ¼ H21 ¼ 1;2; . . . ;f g;H11 ¼ 1f g;H12 ¼ 2f g;H13 ¼ 3f g, and H14 ¼ 4;5; . . .f g. Both
array decompositions have one single absorbing state, 0 and 0;1ð Þ respectively,
marked with double boxes. All single mutation transition rates k 1ð Þ

cd (thick arrows)
and double mutation transition rates k 2ð Þ

cd (thin arrows) from non-absorbing states c
are shown. These are averages of the actual transition rates of the consensus array
process Xt . When the near hit variable H1 is large, the Markov approximation of Ct

works well for the smaller state space to the left, since there is little variation in the
actual single mutation transition rates from state 1 into state 0 (and the double
mutation rate from 2 to 0 can be ignored). However, when H1 gets small, the finer
decomposition to the right is needed in order to have a smaller variation of the
actual transition rates within each state 1;nð Þ to the absorbing state 0;1ð Þ.
Depending on the model, the double mutation rate from 2;1ð Þ to 0;1ð Þ also
becomes important, possibly requiring an even large state space based on C ¼ 4
distance intervals. See Appendix C.4 for more details.
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this table we also illustrate the impact of stochastic tunneling (ST).
As mentioned above, when ST is not accounted for, the distribution
of the waiting time differs even more between the C ¼ 2 and C ¼ 3
scenarios.

B.1.2. Array decomposition based on number of mismatches and hit
variables

As a next step, we will investigate whether the distribution of
the waiting time Tm changes a lot if instead of array decomposition
(31), based on the number of mismatches to local targets, the finer
Table 8
Expected values as well as 0.05 and 0.95 quantiles of T1, the waiting time until the targeted
of individuals that have acquired b1. The model allows for no mismatches (dmax ¼ 0), and it
number mismatches between b1 and the closest substrings of the regulatory sequence. The
that n0 ¼ n1 ¼ n2. The model to the right corresponds to the finer array decomposition (41),
n1 ¼ 10 for W ¼ 10. This corresponds to using H1n ¼ nf g for n ¼ 1; . . . ;n1 � 1 and H1;n1 ¼ f
regulatory sequence that only differ from b1 at one position. There is no stochastic tunne

n0 ¼ 1;n1 ¼ 1;n2 ¼ 1

s1 W F�1
T1

0:05ð Þ E T1ð Þ F�1
T1

0:95ð Þ
1 6 0 5:3858 � 107 1:8904 � 108

7 0 2:2505 � 108 7:0214 � 108

8 3:0452 � 107 8:3947 � 108 2:5411 � 109

9 1:4433 � 108 3:0352 � 109 9:1163 � 109

10 5:5155 � 108 1:0952 � 1010 3:2829 � 1010

10 6 0 5:1250 � 104 2:2282 � 104

7 0 3:4681 � 106 2:1779 � 107

8 3:4592 � 103 2:6988 � 107 1:0303 � 108

9 2:0577 � 104 1:1037 � 108 3:5445 � 108

10 8:7105 � 106 3:8175 � 108 1:1660 � 109
decomposition (41) is used, that also includes hit variables. In
order to illustrate this, we will consider a system with m ¼ 1 gene,
no allowed mismatch to the targeted binding sites (dmax ¼ 0) and
no double mutations. We allow the selection coefficient s1 for
arrays that have reached the target, to vary, and consider an array
decomposition based on the C ¼ 3 distance intervals
D0 ¼ 0f g;D1 ¼ 1f g, and D2 ¼ 2; . . . ;Wf g. Sincem ¼ 1, we drop sub-
script j and assume there is n0 ¼ n2 ¼ 1 interval
H01 ¼ H21 ¼ 1; . . .f g for the number of hit variables of distance
classes D0 and D2 respectively. To begin with, we allow for infi-
nitely many (n1 ¼ 1) intervals H1n ¼ nf g;n ¼ 1;2; . . . for the near
hit variable H1. The elements of the infinitely large state space of
Ct are enumerated as

Cmismhit ¼ 0;1ð Þ; 1;1ð Þ; 1;2ð Þ; . . . ; 2;1ð Þf g; ðB:3Þ
where 0;1ð Þ is absorbing with type g 0;1ð Þ ¼ 1, and the other states
c are non-absorbing with type g cð Þ ¼ 0. We will assume that the hit
variables H0;H1, and H2 corresponding to D0;D1, and D2 are inde-
pendent Poisson variables with expected values given by (B.1).
Combining this equation with (69), we obtain the marginal
distribution

jc ¼

1� e�L04
�W

; c ¼ 0;1ð Þ;
e�L04

�W
3L0W4�W
� �n

e�3L0W4�W
; c ¼ 1;nð Þ;

e�L04
�W

e�3L0W4�W
1� e�L0 1�4�W 1þ3Wð Þð Þ� �

;

� e�L0 1þ3Wð Þ4�W
; c ¼ 2;1ð Þ

8>>>>>><
>>>>>>:

ðB:4Þ
of Ct , for a selectively neutral model (s1 ¼ 1). In order to derive the
transition rates of Ct , we first use (A.11) and compute the transition
rates

h 1ð Þ
01 ¼ W;

h 1ð Þ
10 ¼ 1=3;

h 1ð Þ
12 ¼ W � 1;

h 1ð Þ
21 ¼ 3W W � 1ð Þ= 4W � 1� 3W

� � ðB:5Þ

for words of lengthW. Inserting (B.5) into (74)-(75), we find that the
transition rates of Ct , due to single mutations, are
binding site b1 of length W for m ¼ 1 gene is reached, with s1 the selection coefficient
has C ¼ 3 intervals D0 ¼ 0f g;D1 ¼ 1f g, and D2 ¼ 2; . . . ;W � 1f g that correspond to the
model to the left corresponds to the mismatch-based array decomposition in (31), so
with n0 ¼ n2 ¼ 1, whereas n1 varies, with n1 ¼ 10 forW ¼ 6;7;8;n1 ¼ 9 forW ¼ 9 and
n1; . . .g, as illustrated in Fig. 8 for n1 ¼ 4. Finally, Hm1 is the number substrings of the
ling, but the other parameters are the same as in Table 5.

n0 ¼ n2 ¼ 1;n1 varies

F�1
T1

0:05ð Þ E T1ð Þ F�1
T1

0:95ð Þ E Hm1ð Þ

0 5:6607 � 107 2:0013 � 108 4.37

0 2:3315 � 108 7:2864 � 108 1.27

3:0655 � 107 8:5063 � 108 2:5753 � 109 0.36

1:4481 � 108 3:0465 � 109 9:1505 � 109 0.10

5:5207 � 108 1:0962 � 1010 3:2861 � 1010 0.03

0 5:3737 � 104 3:3087 � 104 4.37

0 3:4840 � 106 2:1839 � 107 1.27

3:4893 � 103 2:7015 � 107 1:0311 � 108 0.36

2:0844 � 104 1:1040 � 108 3:5455 � 108 0.10

8:7122 � 106 3:8178 � 108 1:1661 � 109 0.03
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k 1ð Þ
cd ¼

Nlb s�1
1

� �
h 1ð Þ
01

P H0¼1ð ÞP H1¼n�1ð Þ
P H0>0ð Þ

¼ Nlb s�1
1

� � L03W4�Wð Þne�L0 1þ3Wð Þ4�W

3 n�1ð Þ! 1�e�L04
�W

� � ; c ¼ 0;1ð Þ;d ¼ 1;nð Þ;

Nlb s1ð Þh 1ð Þ
10 n ¼ 1

3Nlb s1ð Þn; c ¼ 1; nð Þ;d ¼ 0;1ð Þ;
lh 1ð Þ

21 E H2ð Þ=P H2 > 0ð Þ
¼ l3L0W W � 1ð Þ4�W ; c ¼ 1; nð Þ;d ¼ 1;nþ 1ð Þ;
lh 1ð Þ

12 n ¼ ln W � 1ð Þ; c ¼ 1; nð Þ;d ¼ 1;n� 1ð Þ;n P 2;

lh 1ð Þ
12 ¼ l W � 1ð Þ; c ¼ 1;1ð Þ;d ¼ 2;1ð Þ;

lh 1ð Þ
21

E H2ð Þ
P H2>0ð Þ ¼ l3L0W W � 1ð Þ4�W ; c ¼ 2;1ð Þ;d ¼ 1;1ð Þ:

8>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>:

ðB:6Þ

In practice, we need to reduce the infinitely large state space (B.3).
This is achieved by choosing a truncation point n1, and then clump-
ing all states 1; n1ð Þ; 1; n1 þ 1ð Þ; . . . into one new state 1; n1ð Þ, as illus-
trated in Fig. 8 when n1 ¼ 4. It is possible to adjust the marginal
distribution (B.4) and the transition rates (B.6) of Ct , to account
for this clumping of states. Then we apply the phase-type distribu-
tion formula (56) for Tm, which has a marginal distribution

jn ¼ j11;j12; . . . ;j1n1 ;j21
� �

and intensity matrix Kn ¼ k 1ð Þ
cd

� �
c;d2Cn

,

where Cn includes all states except the absorbing state 0;1ð Þ.
Table 8 gives quantiles and expected values of the waiting time

T1 for two models, where no hit variables are accounted for in the
regulatory sequence decomposition of the first model (n1 ¼ 1). For
the second model, the truncation point n1 is chosen much larger
than the expected value E H1ð Þ ¼ E Hm1ð Þ of the number of substring
hits that only miss the target at one letter. This essentially means
that the second model of Table 8 fully accounts for the value of
H1, as in (B.3).

It can be seen from Table 8 that the distribution of T1 is some-
what different for the two models when gets E H1ð Þ large. This is

due to the fact that the transition rate k 1ð Þ
1;nð Þ; 0;1ð Þ ¼ Nlnb s1ð Þ=3, from

1;nð Þ to the absorbing state 0;1ð Þ, varies with n. Therefore, some
accuracy is lost by clumping states 1;nð Þ such that P H1 ¼ nð Þ is
Table 9
Values of the expected waiting time E T1ð Þ until one of K possible binding sites b1 ; . . . ;bk of
m ¼ 1 gene, with maximal mismatch dmax between a targeted binding site and some substr
the targeted binding sites b1; . . . ;bK either differ in 1 position or in W positions.

K ¼ 1 K ¼
W dmax jb1 � b2j ¼ 1

6 0 5:38 � 107 2:23 � 107

6 1 4:53 � 104 7:10 � 102

7 0 2:22 � 108 1:10 � 108

7 1 3:44 � 106 6:74 � 105

Table 10
This table displays the upper bound K lim, defined in (B.8), for the number K of binding sites o
integer smaller than K lim, and the targeted binding sites of genes j ¼ 1; . . . ;m are positio
Pjc ; h

1ð Þ
jc;c�1, and h 2ð Þ

jc;c�2, quantities needed for deriving the marginal distribution and intensit

W 1 2 3

6 215.58 26.60 5.90
7 744.73 77.65 14.17
8 2:62 � 103 236.59 36.63

9 9:36 � 103 744.43 100.06

10 3:38 � 104 2:40 � 103 285.25

12 4:53 � 105 2:66 � 104 2:55 � 103

15 2:33 � 107 1:08 � 106 8:09 � 104

20 1:80 � 1010 6:21 � 108 3:38 � 107
non-negligible. On the other hand, when E H1ð Þ gets small, the
two models of Table 8 predict essentially the same waiting time
distribution, and then there is no need to employ the finer partition
(B.3) of regulatory sequences. However, when E H1ð Þ is very small, it
might be necessary to split 2;1ð Þ into more states, since the prob-
ability j 2;1ð Þ of 2;1ð Þ is close to 1. This is true in particular if
stochastic tunneling is taken into account.

When s1 is large it is possible to extend (8) and approximate the
phase-type distribution formula (56), for the distribution of the
waiting time T1, by the mixture distribution
T1 2L j 0;1ð Þd0 þ
X1
n¼1

j 1;nð ÞExp k 1ð Þ
1;nð Þ; 0;1ð Þ

� �

þ j 2;1ð ÞExp k 1ð Þ
2;1ð Þ; 1;1ð Þ

� �

 Exp k 1ð Þ

1;1ð Þ; 0;1ð Þ

� �
;

ðB:7Þ
where 
 refers to convolution of two distributions. The rationale for

(B.7) is that for big s1 the rates k 1ð Þ
1;nð Þ; 0;1ð Þ from the non-absorbing

states 1;nð Þ to the absorbing state 0;1ð Þ are much larger than all
rates between the non-absorbing states. Therefore, if the system
starts in 1;nð Þ, all transitions to other non-absorbing states can be
ignored. Instead we await the transition to 0;1ð Þ, which happens

after an Exp k 1ð Þ
1;nð Þ; 0;1ð Þ

� �
-distributed time. Likewise, if the population

starts in 2;1ð Þ there will first be a transition to 1;1ð Þ, and after that a
second transition to 0;1ð Þ. The total time for this to happen is

Exp k 1ð Þ
2;1ð Þ; 1;1ð Þ

� �

 Exp k 1ð Þ

1;1ð Þ; 0;1ð Þ

� �
-distributed. When s1 ¼ 10, formula

(B.7) predicts that the expected waiting times equal
E T1ð Þ ¼ 5:3338 � 104;3:4683 � 106;2:6929 � 107;1:1007 � 108, and
3:8061 � 108, when the word length W ¼ 6;7;8;9;10 respectively.
This is very close to the corresponding expected waiting times,
based on (59), in the lower right part of Table 8.
length W appears, within the regulatory sequence of the enhancer/promoter region of
ing of the regulatory sequence. All other parameters are given by Table 3. When K > 1,

2 K ¼ 3

jb1 � b2j ¼ W jbk1 � bk2 j ¼ 1 jbk1 � bk2 j ¼ W

2:11 � 107 1:24 � 107 1:10 � 107

2:24 � 102 1:39 � 101 1:48 � 100

1:04 � 108 7:23 � 107 6:54 � 107

4:53 � 105 1:66 � 105 7:95 � 104

f lengthW that can be dispersed at pairwise distances larger than dC�1. If K is a positive
ned in this way, the simpler algorithm of Appendix A.3 can be used for computing
y matrix of the array component process Ct .

dC�1

4 5 6

2.15 1.22 1.00
4.11 1.80 1.15
8.79 3.11 1.58

20.44 6.03 2.50

50.69 12.80 4.46

359.52 70.16 18.38

8:67 � 103 1:26 � 103 238.49

2:59 � 106 2:62 � 105 3:39 � 104
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B.2. Varying number of binding site targets per gene

In this subsection we investigate how E T1ð Þ, the expected wait-
ing time for m ¼ 1 gene, depends on the number K of binding site
targets, and also on how closely spaced these binding sites
b1; . . . ;bK are. It is not surprising that E T1ð Þ decreases the more
binding sites there are (see Table 9), but E T1ð Þ also gets smaller
the more widely spaced these targets are. This effect is more pro-
nounced when a mismatch between the regulatory sequence and
the targeted binding site is allowed (dmax > 0), in particular when
the length W of the binding sites is small.

When K gets large, it is however intractable to find the distribu-
tion of T1 for any combination of binding sites b1; . . . ;bK . We recall
from Appendix A that when K is large, many operations are

required to compute certain quantities (Pjc; h
1ð Þ
jc;c�1, and h 2ð Þ

jc;c�2)
needed in order to find the marginal distribution j and the inten-
sity matrix K of the array component process Ct . When W is suffi-
ciently large and/or when the left end point dC�1 of the interval
DC�1 in (A.6) is sufficiently small, it is possible though for the tar-
geted binding sites b1; . . . ; bK to be so widely spread that the simple
algorithm of Appendix A.3 can be used. Eq. (A.17) gives a sufficient
condition for such a positioning of the K binding sites. It corre-
sponds to an upper limit

K lim ¼ 4WPdC�1
d¼0

W
d

� �
3d

ðB:8Þ

of K, as a function of W and dC�1. Table 10 displays values of K lim for
different combinations of W and dC�1. In order for the simple algo-
rithm of Appendix A.3 to be used, it is necessary that K is an integer
smaller than K lim. In particular, in Table 9 we used C ¼ 2 intervals
D0 ¼ 0; . . . ; dmaxf g and D1 ¼ dmax þ 1; . . . ;Wf g, so that in this case
dC�1 ¼ dmax þ 1. Therefore, the simple algorithm of Appendix A.3 is
exact for all entries of Table 9 where the targeted binding sites
are maximally dispersed, at distance W.
Table 11
Expected waiting times E T2ð Þ until both targets have been fixed, for a model with m ¼ 2 g
coefficient with g targets in place is sg , with s0 ¼ s2 ¼ 1, whereas s1 varies. The order of tar
accounted for or not. There are C ¼ 3 distance-based intervals D0 ¼ 0f g;D1 ¼ 1f g, and D2

E T2ð Þ with C ¼ 2 intervals D0 ¼ 0f g and D1 ¼ 1; . . . ;Wf g (not shown) are very close. The v

TA = fixed

W s1 No ST

6 0.99700 3:4340 � 108

0.99900 3:4341 � 108

0.99970 3:0043 � 108

0.99990 2:3359 � 108

0.99997 2:1225 � 108

1.00000 2:0563 � 108

8 0.99700 5:6619 � 1010

0.99900 5:6594 � 1010

0.99970 4:9031 � 1010

0.99990 3:6050 � 1010

0.99997 3:0850 � 1010

1.00000 2:8746 � 1010

10 0.99700 1:1406 � 1013

0.99900 1:1401 � 1013

0.99970 9:8691 � 1012

0.99990 7:2233 � 1012

0.99997 6:1494 � 1012

1.00000 5:7096 � 1012
B.3. Varying selection coefficients, order of target appearance, and
absence or presence of stochastic tunneling

In this subsection we consider a model with m ¼ 2 genes, and
investigate how the expected waiting time E T2ð Þ until the targets
of both genes have been fixed, depends on the selection coeffi-
cients s1 and s2 for individuals with 1 and 2 targets in place, where
s1 6 1 is either deleterious or neutral, whereas s2 P 1 is either
advantageous or neutral. We also vary the order of target appear-
ance (TA) and whether stochastic tunneling (ST) is accounted for or
not.

Tables 11 and 12 list values of E T2ð Þ for a distance-based
decomposition (31) of regulatory arrays based on C ¼ 3 intervals.
It is evident from these two tables that E T2ð Þ increases dramatically
when s1 decreases, for one of the target appearance schemes
(TA = arbitrary), but not for the other (TA = fixed). Although E T2ð Þ
is somewhat smaller for an array decomposition with C ¼ 2 inter-
vals (not shown), the behavior its qualitatively the same as in
Tables 11 and 12, and easier to explain conceptually. Fig. 9 illus-
trates the transition rates between the array components for a sys-
tem with C ¼ 2. This figure explains the different behavior of
TA = fixed and TA = arbitrary, since one of the states 1;0ð Þ of the
array component process Ct will have different selection coeffi-
cients under these two schemes. Indeed, if the correct binding site
has appeared along the enhancer/promoter region of the second
but not of the first gene, the regulatory array is of type 1
(g 1;0ð Þ ¼ 1) when TA = arbitrary, but of type 0 when TA = fixed
(g 1;0ð Þ ¼ 0). Consequently, when TA = fixed there is a route
1;1ð Þ ! 1;0ð Þ ! 0;0ð Þ with single mutations towards the final tar-
get with no deleterious states, whereas no such path exists for
TA = arbitrary.

We also notice from Table 11 that E T2ð Þ is not a monotone
decreasing function of s1 when s0 ¼ s2 ¼ 1 and TA = fixed. This
behavior may seem surprising at first, but it can also be explained
by considering the simpler system in Fig. 9 with C ¼ 2. Since the for-
wardrate k 1;1ð Þ; 0;1ð Þ decreasesdramaticallywhen s1 decreases, and the
enes, and different choices of W, the length of the targeted binding site. The selection
get appearance (TA) is either fixed or arbitrary, and stochastic tunneling (ST) is either
¼ 2; . . . ;Wf g. All other parameters are given by Table 3. The corresponding values of
alues marked 
 are numerically instable.

s2 ¼ 1

TA = arbitrary

ST No ST ST

3:4287 � 108 5:2173 � 1019
 6:2374 � 1012

3:4286 � 108 3:1039 � 1011 2:7003 � 1011

2:9999 � 108 9:1314 � 108 9:1199 � 108

2:3328 � 108 2:8228 � 108 2:8201 � 108

2:1195 � 108 2:2003 � 108 2:1975 � 108

2:0532 � 108 2:0563 � 108 2:0532 � 108

5:6447 � 1010 1:0341 � 1022
 1:0233 � 1015

5:6419 � 1010 6:2499 � 1013 5:2928 � 1013

4:8908 � 1010 1:7923 � 1011 1:7937 � 1011

3:5979 � 1010 4:8648 � 1010 4:8638 � 1010

3:0771 � 1010 3:3307 � 1010 3:3240 � 1010

2:8659 � 1010 2:8746 � 1010 2:8659 � 1010

1:1357 � 1013 1:0995 � 1024
 1:6844 � 1017

1:1351 � 1013 1:2758 � 1016 1:0428 � 1016

9:8342 � 1012 3:6552 � 1013 3:6602 � 1013

7:2025 � 1012 9:8334 � 1012 9:8294 � 1012

6:1268 � 1012 6:6629 � 1012 6:6432 � 1012

5:6850 � 1012 5:7096 � 1012 5:6850 � 1012



Table 12
Expected waiting times E T2ð Þ until both targets have been fixed, for a model with m ¼ 2 genes and different choices of W, the length of the targeted binding site. The selection
coefficient with g targets in place is sg , with s0 ¼ 1; s2 ¼ 10, and s1 varying. The order of target appearance (TA) is either fixed or arbitrary, and stochastic tunneling (ST) is either
accounted for or not. There are C ¼ 3 distance-based intervals D0 ¼ 0f g;D1 ¼ 1f g, and D2 ¼ 2; . . . ;Wf g. All other parameters are given by Table 3. The corresponding values of
E T2ð Þ with C ¼ 2 intervals D0 ¼ 0f g and D1 ¼ 1; . . . ;Wf g (not shown) are very close for W ¼ 6, but smaller for W ¼ 8 and W ¼ 10. The values marked 
 are numerically instable.

s2 ¼ 10

TA = fixed TA = arbitrary

W s1 No ST ST No ST ST

6 0.99700 4:2719 � 107 1:4749 � 107 8:1242 � 1018 4:9028 � 108

0.99900 4:2584 � 107 1:4278 � 107 4:7613 � 1010 1:6212 � 108

0.99970 3:6782 � 107 1:2405 � 107 1:3577 � 108 3:6683 � 107

0.99990 2:6902 � 107 9:6193 � 106 3:6574 � 107 1:3487 � 107

0.99997 2:2910 � 107 8:1313 � 106 2:4818 � 107 8:9054 � 106

1.00000 2:1278 � 107 7:4818 � 106 2:1278 � 107 7:4818 � 106

8 0.99700 1:7823 � 109 1:2497 � 109 5:1915 � 1020
 1:1287 � 1011

0.99900 1:7811 � 109 1:2364 � 109 2:8329 � 1012 3:7162 � 1010

0.99970 1:5932 � 109 1:1051 � 109 7:1602 � 109 4:2936 � 109

0.99990 1:1893 � 109 8:4253 � 108 1:7227 � 109 1:2160 � 109

0.99997 9:9627 � 108 7:0770 � 108 1:0978 � 109 7:7926 � 108

1.00000 9:1243 � 108 6:4869 � 108 9:1243 � 108 6:4869 � 108

10 0.99700 2:0657 � 1011 1:4496 � 1011 7:2839 � 1022
 1:8728 � 1013

0.99900 2:0652 � 1011 1:4389 � 1011 3:9820 � 1014 6:1516 � 1012

0.99970 1:8701 � 1011 1:3046 � 1011 9:5867 � 1011 6:0533 � 1011

0.99990 1:4029 � 1011 9:9463 � 1010 2:1445 � 1011 1:5306 � 1011

0.99997 1:1566 � 1011 8:1934 � 1010 1:2959 � 1011 9:1994 � 1010

1.00000 1:0466 � 1011 7:3885 � 1010 1:0446 � 1011 7:3885 � 1010

Fig. 9. A list of states (49) for the array component process Ct , and selection
coefficients, for a system with m ¼ 2 genes, when the regulatory sequences of each
gene are divided into C ¼ 2 components, as in Section 6.2. The order of target
appearance (TA) is either fixed or arbitrary, and the absorbing state 0;0ð Þ is marked
with double boxes. All single (double) mutation transitions from non-absorbing
states are marked with thick (thin) arrows.
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backward rate k 0;1ð Þ; 1;1ð Þ gets larger the smaller s1 is. Both of these two
transitions make it harder to reach the target when s1 gets smaller,
but there is also another forward rate k 0;1ð Þ; 0;0ð Þ which gets larger
the smaller s1 is. The expectedwaiting time E T2ð Þ is therefore a com-
plicated function of s1, since it depends on s1 through all these three
rates, and the impact of the third rate is not negligible. Indeed, we
find from (68) and (82) that there is a non-negligible probability
0:7843 � 0:2157 ¼ 0:169 that the array components process starts
at C0 ¼ 0;1ð Þ, and from this state there is direct path 0;1ð Þ ! 0;0ð Þ
with rate k 0;1ð Þ; 0;0ð Þ towards the final target.

It is also evident from Tables 11 and 12 that ST makes E T2ð Þ a lot
smaller when s1 < 1 and TA = arbitrary. For the other target
appearance scheme (TA = fixed), ST has a small effect on E T2ð Þ
when s1 < 1 and s2 ¼ 1, and a somewhat larger impact on E T2ð Þ
when s1 < 1 and s2 is large.
B.4. Accounting for overdispersion of number of binding site hits

In this subsection we will analyze the expected waiting time
E T1ð Þ until K ¼ 1 targeted binding site b1 of length W ¼ 6 or
W ¼ 7 is reached within one single regulatory sequence (m ¼ 1).
Recall from (79) that the regulatory sequence component process
Ct has two states 0 and 1, of which 0 is absorbing and 1 is non-
absorbing. Moreover, since dmax ¼ 0, the two sets B0 ¼ b1f g and
B1 ¼ b; b – b1f g in (80) represent the set of words of length W
along the regulatory sequence that correspond to a reached or
missed target. We will drop the assumption that the number H0

and H1 of subsequences of the consensus regulatory sequence X0

at time 0 that belong to B0 and B1, are Poisson distributed, and
allow for overdispersion, as described in formulas (65)-(67) and
(A.2)-(A.3).

It is well known that the expected waiting time E T1ð Þ will
depend on how many self repeats the targeted binding site b1

has (Durrett and Schmidt, 2007; Behrens and Vingron, 2010). A
sequence with identical letters, like b1 ¼ A;A;A;A;A;Að Þ has a max-
imal number of self repeats, with a cycle length of W0 ¼ 1. This
implies that it is possible for any two overlapping subsequences
of Xt of length W ¼ 6 (corresponding to a lag of g ¼ 1; . . . ;5) to
hit b1. On the other hand, the sequence b1 ¼ A;C;C;C;C;Cð Þ does
not allow for any overlaps at all, so that any two subsequences of
Xt of length W ¼ 6 that hit b1 must be disjoint (corresponding to
a lag of gP 6). The more self repeats b1 has, the more overdisper-
sion there is, that is, the larger is the variance of H0 compared to its
expected value.

In Table 13 we computed a number of quantities when varying
the targeted binding site b1 of length W ¼ 6 or W ¼ 7. We notice
from the fourth and fifth columns of this table that for most
choices of b1 there is only a small amount over over- or underdis-
persion, with values of Var H0ð Þ=E H0ð Þ very close to 1. The only
exception occurs when all letters of b1 are identical, corresponding
to a cycle length of W0 ¼ 1 for the repeats. In order to get an expli-
cit upper bound of Var H0ð Þ=E H0ð Þ, we will use the fact that B0 con-
tains one single word, which in view of (A.2)-(A.3) implies that for
any choice of b1 we have that jB0jg 6 1 and P0g 6 1=4Wþg for
g ¼ 1; . . . ;W � 1, with equality if g is divisible by W0. Then we
use (65) and (81) to deduce that



Table 13
Values of the expected waiting time E T1ð Þ until one single binding site b1 of length W ¼ 6 or W ¼ 7 has been reached within the regulatory sequence of m ¼ 1 gene. When b1 has
self repeats, the cycle length W0 of these repeats is given. All other parameters of the model are given in Table 3. Apart from E T1ð Þ, we also display j0, the probability that this
binding site is present at time t ¼ 0 already, as well as the transition rate k10 from the non-absorbing state to the absorbing state of the regulatory sequence component process Ct .
The variable H0 defines the number of times a word of length W within the regulatory sequence matches b1. O/U refers to whether overdispersion O (Var H0ð Þ > E H0ð Þ) or
underdispersion U (Var H0ð Þ < E H0ð Þ) occurs, or whether this is not accounted for (NAF). In the latter two cases, it is assumed that E H0ð Þ ¼ Var H0ð Þ when calculating j0 ; k10, and
E T1ð Þ.

W b1 W0 E H0ð Þ Var H0ð Þ O/U j0 k10 E T1ð Þ
6 A;A;A;A;A;Að Þ 1 0.2429 0.4038 O 0.1701 1:458 � 10�8 5:694 � 107

A;C;A;C;A;Cð Þ 2 0.2429 0.2745 O 0.2042 1:458 � 10�8 5:460 � 107

A;C;G;A;C;Gð Þ 3 0.2429 0.2498 O 0.2130 1:458 � 10�8 5:400 � 107

A;C;G; T;A;Cð Þ 4 0.2429 0.2442 O 0.2152 1:458 � 10�8 5:385 � 107

A;C;G; T;C;Að Þ 5 0.2429 0.2427 U 0.2157 1:458 � 10�8 5:381 � 107

A;C;G; T;C;Cð Þ – 0.2429 0.2423 U 0.2157 1:458 � 10�8 5:381 � 107

any sequence – 0.2429 0.2429 NAF 0.2157 1:458 � 10�8 5:381 � 107

7 A;A;A;A;A;A;Að Þ 1 0.0607 0.1010 O 0.0454 4:247 � 10�9 2:248 � 108

A;C;A;C;A;C;Að Þ 2 0.0607 0.0687 O 0.0554 4:247 � 10�9 2:224 � 108

A;C;G;A;C;G;Að Þ 3 0.0607 0.0625 O 0.0580 4:247 � 10�9 2:218 � 108

A;C;G; T;A;C;Gð Þ 4 0.0607 0.0611 O 0.0587 4:247 � 10�9 2:217 � 108

A;C;G; T;C;A;Cð Þ 5 0.0607 0.0607 O 0.0588 4:247 � 10�9 2:216 � 108

A;C;G; T;C;C;Að Þ 6 0.0607 0.0607 U 0.0589 4:247 � 10�9 2:216 � 108

A;C;G; T;C;C;Cð Þ – 0.0607 0.0606 U 0.0589 4:247 � 10�9 2:216 � 108

any sequence – 0.0607 0.0607 NAF 0.0589 4:247 � 10�9 2:216 � 108
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Var H0ð Þ 6 L0 P0 þ 2
XW�1

g¼1

P0g

 !

¼ L0 4�W þ 2
XW�1ð Þ=W0½ �

k¼1

4� WþkW0ð Þ
 !

¼ E H0ð Þ 1þ 2
XW�1ð Þ=W0½ �

k¼1

4�kW0

 !

6 E H0ð Þ 1þ 2 � 4�W0= 1� 4�W0
� �h i

:

ðB:9Þ

From the seventh column of Table 13 we find that j0, the probabil-
ity that the regulatory sequence contains b1 at time t ¼ 0, varies
marginally between various choices of binding site b1, except when
b1 has identical letters (W0 ¼ 1). We will use (B.9) in order give an
upper bound for how much j0 is reduced due to overdispersion.
Indeed, insertion of (B.9) into the negative binomial probability dis-
tribution formula in (67), gives

a ¼ E H0ð Þ2
Var H0ð Þ � E H0ð Þ P

4W0 � 1
2

� E H0ð Þ;

and a lower bound

j0 � P H0 > 0ð Þ � 1� 1þ E H0ð Þ
a

� ��a

P 1� exp �O W0ð Þ � E H0ð Þ½ �

for j0, with

O W0ð Þ ¼ 4W0 � 1
2

log 1þ 2
4W0 � 1

� �
¼

0:7662; W0 ¼ 1;
0:9387; W0 ¼ 2;
0:9845; W0 ¼ 3:

8><
>:

A comparison with the corresponding probability j1;Poisson when
there is no overdispersion, reveals that

j0

j0;Poisson
� 1� exp �O W0ð Þ � E H0ð Þ½ �

1� exp �E H0ð Þ½ � P O W0ð Þ:

Consequently j0 drops by at most 23.4%, 6.1 %, and 1.55 % due to
overdispersion when W0 equals 1,2, and 3 respectively, and even
less for larger values ofW0. Turning to the eighth column of Table 13
we find that the transition rate k10 from the non-absorbing to the
absorbing state of Ct is virtually independent of the targeted bind-
ing site b1. This can be explained by the fact that the only term of k10
in (73) that involves b1, is P H1 > 0ð Þ � 1, regardless of the amount
of overdispersion (recall from (81) that E H1ð Þ ¼ 994:76). From this,
(73), and (81) it follows that

k10 � Nlb s1
s0

� �
� L0 1� 4�W
� �

h 1ð Þ
10 ¼ Nlb s1

s0

� �
� L0W4�W ; ðB:10Þ

for any choice of b1, and a model with selection coefficients s0 and s1
for the non-absorbing and absorbing states of Ct . In particular, this
rate agrees with (4) and it is evaluated in (85) when W ¼ 6 and
s0 ¼ s1.

The expected waiting time E T1ð Þ ¼ 1� j0ð Þ=k10, in the last col-
umn of Table 13, is a simple function of j0 and k10, as displayed
in (87). Since the targeted binding site b1 has only a limited impact
on j0 and no impact on the formula for k10 in (B.10), it seems that
E T1ð Þ is quite insensitive to variations in b1. However, in Appendix
C.2 we mention below (C.10) that it is possible to modify the tran-
sition rate (73) between the components of Ct , in such a way that it
adjusts for some mutations being counted more than once; those
that cause b1 to appear at several overlapping locations along the
regulatory sequence. In Appendix C.5 we prove that such an adjust-
ment of (B.10) leads to

k10 � NlL0b
s1
s0

� �
L0W4�W � LW0 W �W0ð Þ4� WþW0ð Þ
h i

; ðB:11Þ

with LW0 ¼ L�W �W0 þ 1. This means that adjustment for over-

lapping binding sites decreases k10 by a fraction 4�W0 at most, for
instance 25% when W0 ¼ 1 and 6.25% when W0 ¼ 2. In Table 14
we have applied (B.11), and computed k10 as well as the expected
waiting time E T1ð Þ, for all binding sites b1 of Table 13. We notice
from this table that with full overlap adjustment, E T1ð Þ increases
by a factor of 34 % and 29% respectively, when W ¼ 6 and W ¼ 7,
for binding sites with W0 ¼ 1 compared to those that have no self
repeats. The corresponding percentages of increase of E T1ð Þ, for
W0 ¼ 2, are 5.9 % and 5.0 %. Overall, it can be seen that overlap of
binding sites has quite a small effect on E T1ð Þ, when no mismatches
are allowed (dmax ¼ 0). It is possible though that the overlap adjust-
ment is somewhat more important when dmax > 0.
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Appendix C. Derivations or motivations of some mathematical
results

C.1. Transition rates of consensus array process Xt .

In this appendix we will motivate formulas (21) and (22) of Sec-
tion 5. Recall that these formulas give expressions for the transi-
tion rate rxy of the fixed state array component process Xt ,

between two states x and y that differ in one or two positions.
Starting with the first type of transition in (21), when

jy � xj ¼ 1, suppose that the current consensus array of the popu-
lation is Xt ¼ x. The number of mutations in an offspring in step
iii) of the Moran model is approximately Poisson distributed with
a mean mLl that is small according to (17), since m � N, so that at
most one mutation occurs whenever an offspring is formed. Conse-
quently, since the regulatory array of the parent is x, if a mutation
occurs, then the array y of the offspring satisfies jy � xj ¼ 1, with
xjl – yjl at precisely one position j; lð Þ. The time until the next indi-
vidual dies is exponentially distributed with rate N, and when a
death occurs, the probability is lpxjlyjl

for the offspring to have a

mutation x ! y at position j; lð Þ. The rate at which a mutation
x ! y appears in some individual is therefore Nlpxjlyjl

. Then, given

that a mutation x ! y has occurred in one individual of a popula-
tion where all other individuals have array x, the newly mutated
array y will spread and get fixed in the population with a probabil-
ity that depends on its selection coefficient sh yð Þ relative to the

selection coefficient sh xð Þ of the other N � 1 individuals in the pop-

ulation. Because of (17), we can ignore the possibility of other new
mutations while y gets fixed, and also the time it takes for y to
spread, if it does. Therefore, a mutation x ! y will immediately
be accepted with a probability that equals the product of the fixa-

tion probability b sh yð Þ=sh yð Þ
� �

, and the acceptance probability

c1 h yð Þ<h xð Þð Þ. Putting things together, we find that the time until a
mutation x ! y occurs, gets fixed and is accepted, can be viewed
as the first event of a Poisson process with rate Nlpxjlyjl

and a thin-

ning probability b sh yð Þ=sh yð Þ
� �

c1 h yð Þ<h xð Þð Þ. But this is another Pois-
son process with a rate (21) that equals the product of these two
terms. Therefore, (21) gives the transition rate between the two
fixed states x and y.

Next we motivate formula (22) for the transition rate rxy

between two arrays x and y with jy � xj ¼ 2, such that x and y dif-
fer at positions j1; l1ð Þ and j2; l2ð Þ. Since Xt is a multitype Moran pro-
cess, where different consensus arrays y compete to get fixed, an
exact expression for rxy would require solving a complicated sys-

tem of equations. This is beyond the scope of this paper, and we
will rather make a heuristic argument in two steps. First we find
the rate at which some double mutation appears an gets fixed,
and then we approximate the probability that this double muta-
tion was indeed x ! y.

Recall from Section 5 that there are two possible paths
x ! v ! y and x ! w ! y, where v and w differ from x at posi-
tions j1; l1ð Þ and j2; l2ð Þ respectively. The total rate from x to y is
given by the sum

rxy ¼ rxvy þ rxwy ðC:1Þ

of the rates along these two paths. In the rest of this appendix we
will approximate the two terms on the right hand side of (C.1).
Because of symmetry, we will mainly consider the first path
x ! v ! y. For this path we must first have a mutation x ! v at
rate Nlpxj1 l1 ;yj1 l1

, and after this change the population has N � 1 indi-
viduals with array x and one individual with array v . Then, before
the newly mutated array v either dies out or increases to a high fre-
quency, with probability qxv , it first has another offspring u that dif-

fers from v in some position j; lð Þ– j1; l1ð Þ and then gets fixed. This
offspring u equals y (i.e. j; lð Þ ¼ j2; l2ð Þ and uj2 l2 ¼ yj2 l2 ) with probabil-

ity axvy . Finally, y is accepted with probability c1 h yð Þ<h xð Þð Þ if it gets

fixed. Putting things together, the rate at which y appears through
the first path x ! v ! y, is

rxvy ¼ Nlpxj1 l1 yj1 l1
� qxv � axvy � c1 h yð Þ<h xð Þð Þ:

In order to proceed, we need to find expressions for qxv and axvy. For

this purpose, we introduce sxv ¼ sh vð Þ=sh xð Þ, the ratio between the

selection coefficients of v and x, the total rate mL� 1ð Þl at which
v mutates to u at some position different from j1; l1ð Þ, and the prob-
ability wxv that a randomly chosen u gets fixed. Eq. (9) of Iwasa et al.
(2004) provides an approximation

qxv ¼
sxv � 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sxv � 1
� �2 þ 2 1þ sxv

� �
sxv � mL� 1ð Þl � wxv

q
1þ sxv

of the probability that u appears as an offspring of v and gets fixed.
Assume there is no competition between different possible muta-
tions v ! u to spread in the population and get fixed. In order to
find wxv we therefore condition on which mutation v ! u that
occurs, and then assume that this mutation spreads and gets fixed

with a probability b sh uð Þ=sh xð Þ
� �

that ignores the contribution from

possible other mutations v ! u0. Summing over all possible muta-
tions v ! u, which occur with probabilities lpxjlujl

in step iii) of

the Moran model in Section 4, and normalizing with the total prob-
ability l mL� 1ð Þ at which some mutation occurs, we find that

wxv ¼ 1
mL� 1

X
j;lð Þ– j1 ;l1ð Þ

X
ujl–xjl

pxjlujl
b

sh uð Þ
sh xð Þ

 !
; ðC:2Þ

and consequently

axvy ¼
pxj2 l2 yj2 l2

b
s
h yð Þ
sh xð Þ

� �
mL� 1ð Þwxv

:

Combining the last four displayed equations, we find that

rxvy ¼ Nl mL� 1ð Þ�1pxj1 l1 yj1 l1
pxj2 l2 yj2 l2

rxvb
sh yð Þ
sh xð Þ

 !
c1 h yð Þ<h xð Þð Þ;

ðC:3Þ
with

rxv ¼ qxv

wxv

¼
sxv � 1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sxv � 1
� �2 þ 2 1þ sxv

� �
sxv � mL� 1ð Þl � wxv

q
1þ sxv
� �

wxv
:

ðC:4Þ
A similar argument gives the transition rate along the other path
x ! w ! y, with rxw instead of rxv in formula (C.3). Inserting these
two rates into (C.1), we finally obtain (22).

Formula (C.2) is not very explicit, and therefore we need a sim-
ple estimate of wxv to insert into (C.4), in order to get a more expli-
cit expression for rxv . Since rxv is a decreasing function of wxv , an
approximate lower of wxv will provide an approximate upper
bound of rxv and rxvy. Since most possible mutations v ! u will

not change the selection coefficient (sh uð Þ ¼ sh vð Þ), we will use



6 In more detail, formula (B.11) of Appendix B.4 gives an explicit union-intersection
generalization of (C.10), in the special case when K1 ¼ 1 single binding site is targeted
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wxv P 1�
pxj2 l2 yj2 l2

mL� 1

� �
b

sh vð Þ
sh xð Þ

 !
þ
pxj2 l2 yj2 l2

mL� 1
b

sh yð Þ
sh xð Þ

 !
: ðC:5Þ

An analogous approximate lower bound of wxw is inserted into
the expression for rxv , and this provides an approximate upper
bound for rxwy . Altogether, this gives an approximate upper bound

of rxy.

Formula (C.4) simplifies considerably when x and v have
the same fitness, i.e. when sh xð Þ ¼ sh vð Þ and sxv ¼ 1. We then

have that

rxv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mL� 1ð Þl

wxv

s
: ðC:6Þ

If, in addition, the model is selectively neutral, so that
sh xð Þ ¼ sh vð Þ ¼ sh xð Þ, we deduce wxv ¼ N�1 from (C.2), and conse-

quently rxv ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N mL� 1ð Þlp

, as mentioned below (23).

C.2. Single locus transition rates for the array component process Ct .

In this appendix we will motivate formula (73) for the single

mutation transition rate k 1ð Þ
cd of the array component process Ct ,

between two array components c ¼ c1; . . . ; cmð Þ and
d ¼ d1; . . . ; dmð Þ, defined as in Section 6.2. We have that

k 1ð Þ
cd ¼ j�1

c

X
x2X c

px

X
y2Xd

jy�xj¼1

rxy; ðC:7Þ

where the sum contains those terms of (52) that are due to single
mutations, i.e. jy � xj ¼ 1, whereas jc ¼ P Ct ¼ cð Þ is the marginal
distribution of Ct . Since x 2 X c and y 2 Xd we may assume that c
and d only differ at one component in such a way that jd� cj ¼ 1
and dj ¼ cj � 1. Using (20), (21), and (26), we find that

k 1ð Þ
cd ¼ Nlb sg dð Þ

sg cð Þ

� �
c1 g dð Þ<g cð Þð Þ

� j�1
c

Y
j0 ;j0–j

p X j0cj0

� � X
xj2X jcj

pxj

X
yj2X jdj
jyj�xj j¼1

pxjlyjl
; ðC:8Þ

with l ¼ l xj; yj

� �
the unique locus at which xj and yj differ. Because

of the formula for px ¼
Q

jpxj in (20), it was possible to sum out

the contribution from all j0 – j.
In order to simplify (C.8) further, we will find an explicit

approximation of its inner sum. For the moment we will simplify
notation and put c ¼ cj and d ¼ dj, so that the inner sum of (C.8)
is the sum of the probabilities that a single mutation changes a reg-
ulatory sequence xj 2 X jc of region j (cf. (30)) to another regulatory
sequence yj, for all possible yj 2 X jd, where X jc and X jd are neigh-
boring components of regulatory sequences (d ¼ c � 1). In order
for a single mutation to cause a transition from xj to yj 2 X jd, it is
necessary that xj contains at least one binding site b 2 Bjc , from
which a transition into some other binding site in Bjd is possible.
It will be helpful to introduce

p 1ð Þ
bB ¼

X
b02B;jb0�bj¼1

pbwb
0
w
; ðC:9Þ

the sum of the probabilities that a single mutation changes binding
site b ¼ b1; . . . ; bWð Þ in position w to another binding site
b0 ¼ b0

1; . . . ; b
0
W

� � 2 B. Based on (C.9) and the definition of the hit
variables in (37) we approximate the inner sum of (C.8) by

X
yj2X jd

jyj�xj j¼1

pxjlyjl
�

X
b2Bjc

H bf g xj
� �

p 1ð Þ
bBjd

; d ¼ c � 1;

1 HBjc
xj
� � ¼ 1

� �X
b2Bjc

H bf g xj
� �

p 1ð Þ
bBjd

; d ¼ c þ 1;

8>>><
>>>:

ðC:10Þ
with l theunique locuswherexj andyj differ. In the lowerpartof (C.10)
we used the fact that when d ¼ c þ 1, in order for a mutation from
b 2 Bjc into Bjd to cause a change of the regulatory sequence compo-
nent fromX jc toX jd, it is necessary that xj contains no other substring
of lengthW that belongs to Bjc (i.e. HBjc

xj
� � ¼ 1), since otherwise the

distance (14) from xj to the target of region jwill not change.
The approximation in (C.10) relies on the fact that each muta-

tion xjl ! yjl, with xjl 2 bxj and yjl 2 byj, only causes one of all L0
substrings of xj of length W to switch from Bjc to Bjd. In order for
this approximation to be accurate, it is essentially required that
the substrings of xj of length W that belong to Bjc and can be
mutated into Bjd, are not tightly clustered along the regulatory
sequence of gene j. On the other hand, if some mutations cause
several substrings of xj to change from Bjc to Bjd, they will be
counted more than once on the right hand side of (C.10). It is then
possible to modify the right hand side of (C.10) by means of a
union-intersection argument (Behrens and Vingron, 2010), which
involves a sum over n-tuples of overlapping substrings of xj of
length W that belong to Bjc , for n ¼ 2; . . . ;W � 1. For each such n-
tuple of overlapping substrings, there is an inner sum over muta-
tions, which in contrast (C.9) is not taken over W loci, but rather
at those 0 < W 0 < W loci l where the n substrings overlap and
the n mutated substrings all belong to Bjd. Such a union-
intersection principle is employed for a special case in Appendix
B.4 and Appendix C.5.6

In the general case, we will however assume that (C.10) holds,
since it is simple and conservative. That is, it will give an upper

bound on the transition rates k 1ð Þ
cd in (71), and hence a lower bound

on the expected waiting time E Tmð Þ in (59), until all m binding site
targets have appeared. Given that (C.10) is assumed, we will use it
in order to approximate the double sum of (C.8). In this process, we
will make use of the formulas

E HjbjHjc > 0
� � � pbE Hjc

� �
= PjcP Hjc > 0

� � �
;

E Hjb1 Hjc ¼ 1
� �jHjc > 0

 � � pbP Hjc ¼ 1
� �

= PjcP Hjc > 0
� � �

ðC:11Þ
for the hit variables Hjb ¼ H bf g X0j

� �
and Hjc ¼ HBjc

X0j
� �

, with

b 2 Bjc;pb ¼QW
w¼1pbw , and Pjc ¼

P
b2Bjc

pb. Formula (C.11) is exact

whenever Hjc is Poisson distributed, and approximately so when
its distribution is negative binomial, with a small amount of
overdispersion. Inserting (C.10) into the double sum of (C.8), we
find that
X
xj2X jc

pxj

X
yj2X jd

jyj�xj j¼1

pxjlyjl

¼ p X jc
� �

E
X
yj2X jd

jyj�X0j j¼1

pX0jl yjl
jX0j 2 X jc

2
664

3
775

� p X jc
� �

E 1 Hjc
� � ¼ 1
� �1 d¼cþ1ð ÞX

b2Bjc

Hjbp
1ð Þ
bBjd

jX0j 2 X jc

2
4

3
5

¼ p X jc
� �

E 1 Hjc ¼ 1
� �1 d¼cþ1ð ÞX

b2Bjc

Hjbp
1ð Þ
bBjd

jHjc > 0

2
4

3
5

¼ p X jc
� �X

b2Bjc

p 1ð Þ
bBjd

E 1 Hjc ¼ 1
� �1 d¼cþ1ð ÞHjbjHjc > 0

h i

� p X jc
� �

P Hjc ¼ 1
� �1 d¼cþ1ð ÞE Hjc

� �1 d¼c�1ð ÞX
b2Bjc

p 1ð Þ
bBjd

pb= PjcP Hjc > 0
� � �

¼ p X jc
� �

P Hjc ¼ 1
� �1 d¼cþ1ð ÞE Hjc

� �1 d¼c�1ð Þ
h 1ð Þ
jcd=P Hjc > 0

� �

ðC:12Þ
without mismatches at m ¼ 1 gene.
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whenever d ¼ c � 1, where in the second step of (C.12) we used
(C.10), and in the third step we employed (61) and the assumed

independence of all hit variables Hjc
� �Cj�1

c¼0 of gene j. In the second
last step of (C.12) we made use of (C.11), and finally, in the last step

of (C.12) we invoked definition (72) of the transition rate h 1ð Þ
jcd

between the two sets Bjc and Bjd.
In order to apply (C.12) for computing the single mutation tran-

sition rate k 1ð Þ
cd between two array components indexed by c and d,

we assume (as mentioned above) that these vectors differ in one
position j (jd� cj ¼ 1 and dj ¼ cj � 1). Inserting (C.12) into (C.8)
and (C.7), and making use of the upper part of (51), we finally

arrive at formula (73) for k 1ð Þ
cd .

The more general formula for k 1ð Þ
cd in (74)-(75), is based on the

regulatory array components of Section 6.3. It can be proved in
the same way as (73).

C.3. Two locus transition rates for the array component process Ct .

In this appendix we will motivate formulas (77) and (78) for the

double mutation transition rate k 2ð Þ
cd of the array component pro-

cess Ct , between two array components c ¼ c1; . . . ; cmð Þ and
d ¼ d1; . . . ; dmð Þ, defined as in Section 6.2, when jd� cj ¼ 2, and if
c and d differ at one and two components respectively. In analogy
with (C.7) we will write

k 2ð Þ
cd ¼ j�1

c

X
x2X c

px

X
y2Xd

jy�xj¼2

rxy ðC:13Þ

where jc ¼ P Ct ¼ cð Þ is the marginal distribution of Ct , whereas the
sum contains those terms of (52) which are due to double muta-
tions, i.e. jy � xj ¼ 2. Similarly as in the derivation of (C.8), we use
(22) and (26), and find that

k 2ð Þ
cd ¼ Nl mL� 1ð Þ�1b

sg dð Þ
sg cð Þ

� �
c1 g dð Þ<g cð Þð Þ

� j�1
c

X
x2Xc

px

X
y2Xd

jy�xj¼2

pxj1 l1 yj1 l1
pxj2 l2 yj2 l2

rxv þ rxw
� �

; ðC:14Þ

where j1; l1ð Þ and j2; l2ð Þ refer to the two positions where x and y dif-

fer, whereas v ¼ v x; y
� �

and w ¼ w x; y
� �

are the two regulatory

arrays between x and y, as defined above (22).
Consider first the case when c and d differ at one single compo-

nent j ¼ j1 ¼ j2, with dj ¼ cj � 2. Let xj 2 X jcj be a vector that
belongs to the cj:th component (30) of regulatory sequences of
region j. This vector switches to yj 2 X jdj through two mutations
at loci l1 and l2. Since l1 and l2 must be located within the same
binding site (jl2 � l2j < W), in analogy with (C.9) we introduce
the transition probability

p 2ð Þ
bB ¼

X
b02B;jb0�bj¼2

pbvb
0
v
pbwb

0
w

ðC:15Þ

that two mutation in the binding site b ¼ b1; . . . ; bWð Þ at positions v
and w changes it to some other binding site b0 ¼ b0

1; . . . ; b
0
W

� � 2 B.
Then as in (C.10) we find that

X
yj2X jdj
jyj�xj j¼2

pxjl1 yjl1
pxjl2 yjl2

�

X
b2Bjcj

H bf g xj
� �

p 2ð Þ
bBjdj

; dj ¼ cj � 2;

1 HBjcj
xj
� � ¼ 1

� �
1 HBj;cjþ1 xj

� � ¼ 0
� �

�
X
b2Bjcj

H bf g xj
� �

p 2ð Þ
bBjdj

; dj ¼ cj þ 2:

8>>>>>>><
>>>>>>>:

ðC:16Þ
From this it follows that

X
x2X c

px

X
y2Xd

jyj�xj j¼2

pxjl1 yjl1
pxjl2 yjl2

�
Ym
j0¼1

p X j0cj0

� �
� h 2ð Þ

jcjdj

� P Hjcj ¼ 1
� �

P Hj;cjþ1 ¼ 0
� �h i1 dj¼cjþ2ð Þ

E Hjcj

� �1 dj¼cj�2ð Þ
=P Hjcj > 0
� �

;

ðC:17Þ

by a similar calculation as in (C.12), which involves the identity

E Hjb1 Hjc ¼ 1
� �

1 Hj;cþ1 ¼ 0
� �jHjc > 0

 �
� pb=Pjc � P Hjc ¼ 1

� �
P Hj;cþ1 ¼ 0
� �

=P Hjc > 0
� �

;

whenever b 2 Bjc .On the right hand side of (C.17) we also invoked

h 2ð Þ
jcd , the two-step transition rate between the two sets Bjc and Bjd

of binding sites, as defined in (76).Inserting (C.17) into (C.14), and
then employing the upper part of (51) and (C.13), we arrive at
(77).In this process, we used (26) and (C.4) to deduce that approx-
imately, rxv ¼ rxw ¼ rcd0 , independently of the value of y 2 Xd in the
inner sum of (C.14).Let us motivate that rxv is essentially indepen-

dent of y.Indeed, although v ¼ v x; y
� �

is a function of y, we still

have that v 2 Xd0 for all y 2 Xd, and consequently sh vð Þ ¼ sg d0ð Þ for

all v in the definition of rxv in (C.4). The only part of rxv that slightly
depends on y is wxv in (C.2), but this will only have a small impact
on rxv . (For instance, for the Jukes-Cantor model (2), the lower
bound of wxv in (C.5) only depends on y through sh yð Þ, which is con-

stant over Xd.) An analogous argument reveals that rxw is essentially
independent of y. Therefore, in (C.14) we moved the term
rxv þ rxw ¼ 2rcd0 outside this sum.

Next we consider the case when the two mutations happen at
different regulatory sequences j1 and j2, so that dj1 ¼ cj1 � 1 and
dj2 ¼ cj2 � 1. In order to motivate (78), assume that x 2 X c and
y 2 Xd are two arrays with jy � xj ¼ 2 that differ at positions
j1; l1ð Þ and j2; l2ð Þ. In analogy with (C.10) and (C.16), we make use
of the approximationX

y2Xd
jy�xj¼2

pxj1 l1 yj1 l1
pxj2 l2 yj2 l2

¼
X

yj1
2X j1dj1

jyj1 �xj1
j¼1

pxj1 l1 yj1 l1
�
X

yj2
2X j2dj2

jyj2 �xj2
j¼1

pxj2 l2 yj2 l2

� 1 HBj1cj1
xj1

� � ¼ 1
� �1 dj1¼cj1þ1ð Þ X

b2Bj1cj1

H bf g xj1

� �
p 1ð Þ
bBj1dj1

�1 HBj2cj2
xj2
� � ¼ 1

� �1 dj2¼cj2þ1ð Þ X
b2Bj2cj2

H bf g xj2
� �

p 1ð Þ
bBj2dj2

;

ðC:18Þ

which in conjunction with (C.13) and (C.14), and a similar calcula-
tion as in (C.12), leads to (78). In this process, we used that the array
component x tunnels through either of v orw on its way to y, where
v and w are defined below (21). Since approximately rcd1 ¼ rxv and
rcd2 ¼ rxw, independently of y 2 Xd, it follows that term
rxv þ rxw ¼ rcd1 þ rcd2 can be moved outside the inner sum of (C.14).

C.4. Markov process assumption for array component process Ct

In this appendix we will give conditions under which the Mar-
kov assumption of the array component process Ct gives an accu-
rate approximation of the distribution of the waiting time Tm

until all targeted binding sites have been fixed. Recall from (47)
that Ct lumps the consensus array process Xt into C different reg-
ulatory array components X0; . . . ;XC�1 in (24). This lumping intro-
duces some bias of the waiting time distribution. In order to
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understand what causes this bias, the following two observations
are helpful:

1. The less variation there is among the states in X c , for a transi-
tion of Xt into Xd, for all pairs of array components, the smaller
is the bias caused by the lumping of states into these array
components.

2. Even though there is large variation among in i), among the
states in X c , for transitions out of X c into Xd, this can be com-
pensated for by having a high degree of mixing within X c , i.e.
large transition rates between states in X c for which the transi-
tion rates into Xd are very different.

We will mainly address i), but at the end of this appendix we
briefly discuss ii) as well. In order to understand why i) causes a
bias of the waiting time distribution, recall that although Xt is a
Markov process, Ct is typically not Markovian, since a transition
of Ct from c to d corresponds to a jump of Xt from some element
x 2 X c into Xd, and the total rate

rxXd
¼
X
y2Xd

rxy ðC:19Þ

at which Xt changes from x 2 X c to some element in Xd will typi-
cally vary with x. If this is the case, we will not be able to discern
the rate at which Ct switches from c to d, by recording Ct ¼ c alone,
since we must also know x 2 X c in order to know the true rate rxXd

at which a transition of Xt from x into Xd occurs. When the rates in
(C.19) vary with x 2 X c , the past history of Ct might provides some
additional information about rxXd

. But this is to say that Ct has lost
its memoryless property, and therefore it is no longer a Markov pro-
cess. Notice however that the assumed transition rate of Ct between
c and d, in (52), is a weighted average

kcd ¼
X
x2X c

pxrxXd
=
X
x2X c

px ðC:20Þ

of the actual rates in (C.19), for all x 2 X c . In order to quantify how
much these actual rates vary around the assumed average in (C.20),
we introduce the generalized coefficient of variation

CV a½ �
cd ¼ k�1

cd

X
x2X c

pxjrxXd
� kcdja=

X
x2Xc

px

" #1=a
; ðC:21Þ

of order 1 < a < 1, with a ¼ 2 the ordinary coefficient of variation.
In view of the above discussion, Ct is a Markov process if and only if

CV a½ �
cd ¼ 0 for all pairs of states c – d. Now CV a½ �

cd is a non-decreasing
function of a. The a ¼ 1 limit corresponds to

CV1½ �
cd ¼ max jrxXd

kcd
� 1j; x 2 X c;px > e

	 


with e ¼ 0. However, we will also allow for e > 0 in order to get a
practically more useful measure. Regardless of which version of
the coefficient of variation we use, it might be too restrictive though
to require that CVcd is small for all pairs c;d, since the lumping of
states is less of a problem for some regulatory arrays than for
others. Intuitively, a lumping of states is likely to generate more
bias of the waiting time distribution for those regions of X that cor-
respond to regulatory arrays for which some local target is almost
reached. In the rest of the appendix we will illustrate this for a sys-
tem with m ¼ 1 gene.

When m ¼ 1, the Markov process approximation of Ct and the
accompanying phase-type distribution approximation of FT1 in

(57) will still be accurate if CV a½ �
cd is small for all pairs of states with

c 2 Cn non-absorbing and d 2 Ca absorbing, such that
jc ¼ P Ct ¼ cð Þ and kcd are not too small. For this reason it is of

interest to compute CV a½ �
cd between non-absorbing and absorbing
pairs of states. It turns out that very explicit expressions of CV a½ �
cd

can be derived for the Jukes-Cantor model (2). We will consider
the regulatory sequence decomposition in (40), which involves
the number of mismatches to targeted binding sites as well as val-
ues of the associated hit variables.

In more detail, when c ¼ c;nð Þ, component X c consists of all reg-
ulatory sequences x whose substrings of length W have a smallest
number of mismatches with a targeted binding site that belongs
to the set Dc ¼ dc; . . . ; dcþ1 � 1f g, whereas the number HBc xð Þ of
these substrings with number of mismatches in this set, belongs
to Hcn. Recall from (A.7) that Bc is the set of words of length W
whose number of mismatches with the closest binding site belongs
to Dc. Analogously, we write Bmc 	 Bc for the set of words whose
number of mismatches to the closest binding site is exactly dc , cor-
responding to a minus 1 hit in relation to the set Dc�1. We will give

expressions for CV a½ �
cd when c ¼ c;nð Þ and d ¼ c � 1;1ð Þ. Since

px ¼ 4�L is constant for the Jukes-Cantor model, and g dð Þ P g cð Þ,
it follows from (72)-(75) and (C.8)-(C.10) that

rxXd
¼ Nlb sg dð Þ

sg cð Þ

� �
4�L
X
b2Bc

H bf g xð Þp 1ð Þ
bBc�1

¼ Nlb sg dð Þ
sg cð Þ

� �
4�L

X
b2Bmc

H bf g xð Þp 1ð Þ
bBc�1

¼ Nlb sg dð Þ
sg cð Þ

� �
4�Lp 1ð Þ

bBc�1
� HBmc xð Þ

¼ Nlb sg dð Þ
sg cð Þ

� �
4�L jBcj=jBmcjð Þh 1ð Þ

c;c�1 � HBmc xð Þ
/ HBmc xð Þ

ðC:22Þ

for all x 2 X c , where in the second step we used the fact that a tran-
sition from b 2 Bc to Bc�1 is only possible when b 2 Bmc is a minus 1

hit, and in the third step that p 1ð Þ
bBc�1

is the same for all b 2 Bmc , for the
Jukes-Cantor model. Formula (C.22) implies that the transition rate
from x 2 X c into Xd is proportional to the number HBmc xð Þ of sub-
strings of x of length W that have a minus one hit. Inserting
(C.22) into (C.20)-(C.21) we notice that the proportionality constant
in (C.22) cancels out, so that

CV a½ � ¼ l�1
c

X
x2Xc

pxjHBmc xð Þ � lc ja=
X
x2Xc

px

" #1=a
; ðC:23Þ

where lc ¼
P

x2Xc
pxHBmc xð Þ=Px2Xc

px. Let Hc ¼ HBc Xð Þ and
Hmc ¼ HBmc Xð Þ refer to hit variables of a randomly chosen regulatory
sequence X. Then we may rewrite (C.23) as

CV a½ �
cd ¼ E jHmc � ljajHc 2 Hcn

 �1=a
lc

; ðC:24Þ

where lc ¼ E HmcjHc 2 Hcnð Þ. Consequently, the coefficient of varia-
tion in (C.24) quantifies how much the near hit variable Hmc varies

within the regulatory sequence component X c . Notice that CV a½ �
cd is

independent of the population size, the mutation rate, and the
selection coefficients sg cð Þ and sg dð Þ. In particular, we have that

CV a½ �
cd ¼ 0 when X c is as small as possible, in the sense that

dcþ1 ¼ dc þ 1 and jHcnj ¼ 1. It is very convenient to compute (C.24)
for the Poisson model (66), with

Hc 2L Po L0jBcj4�W
� �

;

HmcjHc 2L Bin Hc; jBmcj=jBcjð Þ:
ðC:25Þ

In particular, it follows from that CV 2½ �
cd � 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E Hmcð Þp

when
P Hc 2 Hcnð Þ is close to 1.

We will end this appendix by justifying some results of Appen-
dix B.1, where we investigated how sensitive the waiting time dis-
tribution is to the coarseness of the regulatory array decomposition



Table 14
Values of the expected waiting time E T1ð Þ until one single binding site b1 of length W ¼ 6 or W ¼ 7 occurs, and the transition rate k10 between the non-absorbing and absorbing
states 1 and 0 of the regulatory sequence component process Ct . The setup is the same as in Table 13, except that k10 has been adjusted for overlapping binding sites, as shown in
(B.11). The formula for E T1ð Þ is taken from (87), with k10 as in this table and j0 as in Table 13.

W b1 W0 k10 E T1ð Þ
6 A;A;A;A;A;Að Þ 1 1:154 � 10�8 7:191 � 107

A;C;A;C;A;Cð Þ 2 1:397 � 10�8 5:697 � 107

A;C;G;A;C;Gð Þ 3 1:446 � 10�8 5:442 � 107

A;C;G; T;A;Cð Þ 4 1:456 � 10�8 5:392 � 107

A;C;G; T;C;Að Þ 5 1:457 � 10�8 5:382 � 107

A;C;G; T;C;Cð Þ – 1:458 � 10�8 5:381 � 107

7 A;A;A;A;A;A;Að Þ 1 3:338 � 10�9 2:860 � 108

A;C;A;C;A;C;Að Þ 2 4:058 � 10�9 2:328 � 108

A;C;G;A;C;G;Að Þ 3 4:209 � 10�9 2:238 � 108

A;C;G; T;A;C;Gð Þ 4 4:240 � 10�9 2:220 � 108

A;C;G; T;C;A;Cð Þ 5 4:246 � 10�9 2:217 � 108

A;C;G; T;C;C;Að Þ 6 4:247 � 10�9 2:216 � 108

A;C;G; T;C;C;Cð Þ – 4:247 � 10�9 2:216 � 108

O. Hössjer, Günter Bechly and A. Gauger Journal of Theoretical Biology 524 (2021) 110657
of X . In particular, Table 5 indicates that a mismatch-based decom-
position (31) with C ¼ 2 intervals per gene gives a sufficient accu-
racy for neutral models, whereas Tables 6 and 7 make it clear that
C ¼ 3 intervals per gene are sometimes needed for non-neutral
models, where the absorbing state has a selective advantage.
Table 8 indicates that the finer decomposition (39), that also takes
the values of hit variables into account, improves accuracy of the
waiting time distribution quite marginally.

Table 15 below is an attempt to justify this theoretically for a
system with m ¼ 1 gene, by computing the coefficient of variation

CV a½ �
cd for transitions from the non-absorbing state c ¼ 1;nð Þ to the

absorbing state d ¼ 0;1ð Þ. Recall from (C.24) that the coefficient
of variation is independent of the selection coefficients of the

model. Overall, it can be seen that CV 2½ �
cd and CV 4½ �

cd decrease more
dramatically from C ¼ 2 to C ¼ 3 for those scenarios (31) in Tables
6 and 7 where the waiting time distributions between C ¼ 2 and

C ¼ 3 differ the most, whereas the values of CV1½ �
cd is somewhat

more unpredictable. The behavior CV 2½ �
cd and CV 4½ �

cd indicate that it
was important to use the decomposition (31) of X with C ¼ 3 for
Table 15
Values of the coefficient of variation CVcd , which quantifies how much the transition rate (C
sequences x that belong to component X c . The system has m ¼ 1 gene, the regulatory seq
distance classes D0 ; . . . ;DC�1, with D0 ¼ 0; . . . ; dmaxf g and D1 ¼ dmax þ 1; . . . ; d2f g. The regula
the distance between a substring of x and the closest targeted binding site(s) belongs to Dc

(s), belongs to Hcn . In the table d ¼ 0;1ð Þ is absorbing with H01 ¼ 1f g, whereas c ¼ 1;ð
Pm1 ¼ P Hm1 ¼ 0jH1 P 1ð Þ, where H1 and Hm1 refer to the number of substrings of a random
and dmax þ 1f g respectively, with distributions as in (C.25). A horisontal bar represents a v

CV 2½ �
cd CV 4½ �

cd

H
W dmax C D1 1;2; . . .f g
6 0 2 1; . . . ;6f g 0.478 0.641

P 3 1f g 0.462 0.620

1 2 2; . . . ;6f g 0.175 0.230

P 3 2f g 0.175 0.230

8 0 2 1; . . . ;8f g 1.658 2.568
P 3 1f g 0.378 0.664

1 2 2; . . . ;8f g 0.512 0.688
P 3 2f g 0.484 0.653

10 0 2 1; . . . ;10f g 5.939 14.771
P 3 1f g 0.118 0.347

1 2 2; . . . ;10f g 1.616 2.488
P 3 2f g 0.386 0.672
the non-neutral models where the absorbing state has a high fit-
ness, since the transitions rates varied too much within X 1;nð Þ for
the coarser decomposition (31) with C ¼ 2. On the other hand, in
spite of this it is sufficient to use the coarser decomposition (31)
of X with C ¼ 2 for neutral models, since the large variation of
transition rates from x 2 X 1;nð Þ into X 0;1ð Þ is compensated for by a
high degree of mixing between the states in X 1;nð Þ, in agreement
with ii). On the other hand, although all C ¼ 3 scenarios in Table 15
that make use of the finer decomposition (39) of states have

CV a½ �
cd ¼ 0, this does not improve the accuracy of the waiting time

distribution a lot, since there is already a high degree of mixing
within X 1;nð Þ for the coarser scenario (31) with C ¼ 3 that does
not make use of hit variables.

Finally, we notice from Table 15 that the conditional probability
Pm1 ¼ P Hm1 ¼ 0jH1 > 0ð Þ of no minus-one hits gives additional
valuable insight as to why a regulatory sequence decomposition
(31) with C ¼ 2 might give a poor approximation of FT1 for the
non-neutral models where the absorbing state has a high selection
coefficient. Whenever Pm1 is large, the coarser decomposition (31)
with C ¼ 2 does not account for the fact that those states within
.19) of the regulatory sequence process Xt from x into Xd , varies among all regulatory
uence has length L ¼ 1000 and its targeted binding site(s) length W. There are C P 2
tory sequence component X c corresponds to (40), that is, x 2 X c with c ¼ c;nð Þ when
and the number Hc of substrings of x with such a distance to the targeted binding site
nÞ is such that H1n varies. The rightmost three columns display E H1ð Þ; E Hm1ð Þ, and
ly chosen regulatory sequence, whose distance to the targeted binding belongs to D1

alue that is not uniquely defined, since it depends on a.

CV1½ �
cd CV a½ �

cd

e ¼ 10�6

1n

nf g E Hm1ð Þ E H1ð Þ Pm1

2.202 – 4.37 994.76 0.013
2.839 0.000 4.37 4.37 0.000

0.677 – 32.79 990.38 5:72 � 10�15

0.891 0.000 32.79 32.79 0.000

10.000 - 0.36 992.98 0.695
4.030 0.000 0.36 0.36 0.000

2.405 – 3.82 992.62 0.022
3.098 0.000 3.82 3.82 0.000

69.540 – 0.03 991.00 0.972
1.958 0.000 0.03 0.03 0.000

9.450 – 0.38 990.97 0.682
3.985 0.000 0.38 0.38 0.000
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X 1;nð Þ with no minus-one hits, are much more distant from the tar-
get for the non-neutral models than those that have a least one
minus-one hit.

C.5. Adjusting transition rates for overlapping targeted binding sites.

In this appendix we will consider the special case of m ¼ 1 reg-
ulatory sequence, along which K ¼ 1 binding site b1 of length W is
targeted without mismatch (dmax ¼ 0). We will prove the explicit
expression (B.11) for the transition rate k10 from the non-
absorbing state 1 of the regulatory sequence component process
Ct in (79), to the absorbing state 0. Whereas (B.10) assumes that
the local target is reached at isolated locations along the regulatory
sequence Xt (see Appendix C.2), formula (B.11) takes overlaps of
the targeted binding site b1 into account. As in Behrens and
Vingron (2010), we will use a union-intersection principle in order
to handle such overlaps.

Overlapping targets can only appear when b1 has self repeats
with cycle length W0 for some 1 6 W0 6 W � 1. When b1 has no
self repeats, we may formally choose W0 to equal W. The two
states of Ct correspond to sets X0 and X1 of regulatory sequences,
where X0 contains all sequences y for which at least one subse-
quence of lengthW equals b1. The other set X1 contains all remain-
ing regulatory sequences. Therefore Ct ¼ 0 corresponds to a
selection coefficient s1, whereas Ct ¼ 1 corresponds to a selection
coefficient s0. Since Ct has only two states, we need not consider
double mutations. It therefore follows from (51), (71), and (73) that

k10 ¼ 1
p X1ð Þ � Nlb

s1
s0

� �
S; ðC:26Þ

where

S ¼
X
x2X1

px

X
y2X0

jy�xj¼1

pxl0 yl0
ðC:27Þ

corresponds to the double sum in (C.12) (when j ¼ 1; cj ¼ 1 and
dj ¼ 0), and l0 ¼ l0 x; yð Þ is the unique locus where x and y differ.
In order to prove (B.11), we will provide an exact expression for S
that adjusts for overlapping copies of b1. To this end, we introduce

nmax ¼ 1þ W � 1
W0

� �
;

the maximum number of copies of b1 that may all overlap with each
other, along some portion of y 2 X0. For any 1 6 n 6 nmax, there are
nmax
n

� �
possible vectors g ¼ g1; . . . ;gnð Þ of length n that indicate the

lags 0 ¼ g1 < g2 < . . . < gn 6 nmax � 1ð ÞW0 of n overlapping copies
of b1 along y, relative to the leftmost locus of the leftmost copy of
b1. Recalling that b1 has self repeat frequency W0, it follows that
each gk must be divisible by W0. Since the first component g1 ¼ 0
is fixed, the set L ¼ L W0;Wð Þ of such lag vectors g has size
2nmax�1. By a union-intersection argument, we have that

S ¼
X
g2L

�1ð ÞjgjSg; ðC:28Þ

where jgj ¼ n is the number of elements of g, and

Sg ¼
X
x2X1

pxSgx ðC:29Þ

is the contribution to (C.27) from terms where overlapping copies of
b1 occurs along y 2 X0 at locations with lags g compared to some
leftmost locus l, whereas Sgx is the corresponding contribution to
the inner sum of (C.27), when x 2 X1 is the regulatory sequence
before a mutation occurs. In order to find an explicit expression
for Sg, we need to give conditions under which it is possible for x
to transition into y 2 X0 through one single mutation. For this to
happen, the subsequences xlþgk :lþgkþW�1 of length W have to switch
to ylþgk :lþgkþW�1 ¼ b1 for k ¼ 1; . . . ; jgj, and therefore the mutation
must occur at a location l0 that satisfies

lþ gn 6 l0 6 lþW � 1: ðC:30Þ
For any n0 P 0 we let b1 n0ð Þ refer to the sequence of length
W þ n0 � 1ð ÞW0 that contains n0 copies of b1, so that in particular
b1 1ð Þ ¼ b1. Recalling that n ¼ jgj, let n0 ¼ gn=W0 þ 1 be the number
of W0-repeats that g spans, and define

B1g ¼ b ¼ b1 ; . . . ; bWþgn
� �

; b ¼ b1 n0ð Þ except at bw ; where gn þ 1 6 w 6 W
� �

;

ðC:31Þ

which, in view of (C.30), is the set words of length W þ gn that may
transition into b1 n0ð Þ through one single mutation. Since x must
have at least one subsequence of length W þ gn from B1g, and since
a mutation in x changes a letter to the corresponding targeted letter
in y with probability 1/3, for the Jukes-Cantor model (2), it follows
that

Sgx ¼ 1
3

X
b2B1g

H bf g xð Þ; ðC:32Þ

where 0 6 H bf g xð Þ 6 L0 �W þ 1� gn ¼ Lgn is the number of copies
of b along x. Insertion of (C.32) into (C.29), and arguing as in
(C.12), we find that

Sg ¼ 1
3

X
x2X1

px

X
b2B1g

H bf g xð Þ

¼ 1
3p X1ð Þ

X
b2B1g

E H bf g X0ð ÞjHB1 X0ð Þ > 0
 �

� 1
3p X1ð Þ

X
b2B1g

E H bf g X0ð Þ �
¼ 1

3p X1ð Þ
X
b2B1g

Lgn4
� Wþgnð Þ

¼ p X1ð ÞLgn W � gnð Þ4� Wþgnð Þ;

ðC:33Þ

where in the second step we introduced B1 of (80), the set of all
4W � 1 words of length W except b1, and in the third step we used
the approximation P HB1 X0ð Þ > 0

� � � 1 for the probability of X0 hav-
ing at least one subsequence different from b1. This probability is
exactly 1 when W0 > 1, whereas it equals 1� 4�L0 when W0 ¼ 1.
In the fourth step of (C.33) we used the fact that all letters are inde-
pendent with uniform frequencies (3) for the Jukes-Cantor model,

and therefore the probability is 4� Wþgnð Þ for a sequence of length
W þ gn to occur at a specific location. In addition, there are Lgn ways
of choosing the leftmost locus of such a sequence. Finally, in the last
step of (C.33) we used that there are W � gn ways of choosing a
position to mutate in (C.31), and for each such position there are
three possible letters that might mutate into the targeted letter of
b1 nð Þ. Insertion of (C.33) into (C.28) yields

S ¼ p X1ð Þ
Xnmax�1

k¼0

LkW0
W � kW0ð Þ4� WþkW0ð ÞRk; ðC:34Þ

where

Rk ¼
X
g2L

gn¼kW0

�1ð Þn�1 ¼
1; k ¼ 0;
�1; k ¼ 1;
0; k ¼ 2; . . . ;nmax � 1:

8><
>: ðC:35Þ

By substituting (C.35) into (C.34) and (C.26), we finalize the proof of
(B.11).



Table 16
Expected waiting time E TMmð Þ until the first m of M possible targets have appeared,
when any subset of m genes (among all M

m

� �
possible subsets) constitutes a valid target

of m = 5 coordinated mutations. The regulatory sequence of each gene is L ¼ 1000
nucleotides long, there are K ¼ 3 possible (and widely spread) binding sites per gene
of length W ¼ 10, and no mismatches (dmax ¼ 0) are allowed. The order of target
appearance is arbitrary, and C ¼ 3 distance-based intervals per gene are used for the
array component process Ct , with a state space reduction (97) that ignores double
mutations at different genes. Two selection models are considered; a neutral model
sh � 1 and a ‘‘valley model” with a selective disadvantage of the intermediate steps
(s0 ¼ sm ¼ smþ1 ¼ . . . ¼ sM ¼ 1; s1 ¼ . . . ¼ sm�1 ¼ 0:9999). Scenarios with our without
back mutations (c ¼ 1 and c ¼ 0) are shown for both selection models.

Neutral model Valley model

M c ¼ 0 c ¼ 1 c ¼ 0 c ¼ 1

5 8:32 � 109 1:11 � 1019 7:52 � 109 1:90 � 1019

10 2:34 � 109 4:48 � 1016 2:37 � 109 7:61 � 1016

15 1:41 � 109 3:83 � 1015 1:45 � 109 6:46 � 1015

20 1:01 � 109 7:55 � 1014 1:05 � 109 1:26 � 1015

25 7:85 � 108 2:24 � 1014 8:18 � 108 3:73 � 1014
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Appendix D. Waiting time distributions with multiple targets

In this appendix we will analyze the waiting time when several
targets are possible, as described in the last paragraph of Sec-
tion 11. More specifically, suppose there is a pool of M P m genes,
all of which are part of at least one target of m genes. Let Xt be the
consensus regulatory array of dimension M � L, consisting of regu-
latory regions of length L from all these M genes. As before, we
decompose the set of regulatory arrays into a smaller number of
components, and let Ct be the consensus array component at time
t to which Xt belongs. Let JMm refer to all subsets J 	 1; . . . ;Mf g of
size jJj ¼ m that correspond to a collection of m genes whose chan-
ged expression constitute a global target. For each J 2 J Mm, write
g Ct; Jð Þ for the number of local targets within J that have been
reached at time t. Then
G Ct ;J Mmð Þ ¼ max g Ct; Jð Þ; J 2 J Mmf g
is the maximum number of local targets that have been reached at
time t, among all subsets of m genes in J Mm. The sought for waiting
time

TMm ¼ TMm J Mmð Þ ¼ min t P 0; G Ct;J Mmð Þ P mf g ðD:1Þ
generalizes the definition in (53) from M ¼ m to M P m. If we
assume that Ct is a continuous time Markov process, then TMm will
have a phase-type distribution, as in (57). In general, the larger J Mm

is, the shorter is the waiting time. In order to illustrate this, we will
consider two extremes scenarios for fixed M and m.

The first option is to make JMm as small as possible, given a con-
straint that each gene belongs to at least one J 2 J Mm. Assuming
that M=m is an integer, this corresponds to a scenario where each
gene is part of one global target only, so that J Mm is a collection of
M=m disjoint subsets of size m. In particular, if the waiting time
distribution is the same (¼ FTm ) for all these M=m subsets of genes,
it follows that

FTMm tð Þ ¼ 1� 1� FTm tð Þð ÞM=m
:

In particular, if FTm is exponential, we have that

E TMmð Þ ¼ m
M

� E Tmð Þ:

The second option is to make J Mm as large as possible, the collection
of all M

m

� �
subsets of M of size m. In order to quantify how this

impacts the expected waiting time, assume to begin with a neutral
selection model, K targeted binding sites per gene and an arbitrary
order of target appearance among the m genes of any J 2 J Mm. For
neutral models it suffices to use a coarse array decomposition
(31) for which there are C ¼ 2 intervals D0 ¼ 0; . . . ; dmaxf g and
D1 ¼ dmax þ 1; . . . ;Wf g per gene (see Appendix B.1 for a detailed
motivation). As in Section 10.2.1, it is possible then to reduce the
state space of Ct from size CM ¼ 2M to size M þ 1, where
Ct 2 0; . . . ;Mf g is a birth–death process that records how many
genes, among the pool of M genes, that have not yet reached their
local targets. In particular, TMm is the time point when Ct reaches
one of the absorbing states 0; . . . ;M �mf g. The birth–death nature
of Ct makes it possible to derive an explicit formula for E TMmð Þ. More
specifically, using the same method of proof as on pages 303–305 of
Hössjer et al. (2018), it can be shown that formula (10) generalizes
from m ¼ M to m < M as

E TMmð Þ ¼ k�1
10

XM
c¼M�mþ1

M
c

� �
1� j1ð ÞM�cjc

1

�
Xm�1

h¼M�c

Xh
k¼0

M�1
kð Þ

M�kð Þ M�1
hð Þ � r

h�k;

ðD:2Þ

where k10 is the forward rate at which a binding site is acquired at
each gene, r ¼ k01=k10 is the ratio of the rates at which a binding site
at each gene is lost and acquired, whereas j1 ¼ P H0 ¼ 0ð Þ is the
probability that each regulatory sequence has not yet acquired its

local target at time point t ¼ 0, with H0 � Po L0K4
�WPdmax

d¼0
W
d

� �
3d

� �
the number of substrings of a regulatory sequence at time t ¼ 0 that
match one of its K possible local targets, when these are widely dis-
persed, cf. (A.19).

In order to quantify how much multiple targets decreases the
expected waiting time, we will illustrate the second option numer-
ically. As it turns out, if the intermediate steps, before the final tar-
get is reached, have lower fitness compared to the original
wildtype allele, and/or if back mutations are allowed, then the
waiting time until the target is reached will often be very large,
with or without adjustment for multiple targets. This is illustrated
in Table 16, where a refined version of the expected waiting time
(D.2) (based on C ¼ 3 intervals per gene rather than C ¼ 2) is com-
puted for a system with m ¼ 5, and M ¼ 5;10;15;20;25. It can be
seen, for this particular example, that although multiple targets
decrease the expected waiting time a lot, it is not sufficient to bring
it down to small numbers. In addition, one may argue that for bio-
logical reasons, (D.2) is unnecessarily restrictive. Indeed, it is often
the case that only a few multiple targets (and only a few pathways
to each one of them) are possible (Weinreich et al., 2006).
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Tuğrul, M., Paixão, T., Barton, N.H., Tkačik, G., 2015. Dynamics of transcription factor
analysis. PLOS Genet. 11, (11) e1005639.

Voje, K.L., Starrfeldt, J., Liow, L.H., 2018. Model adequacy and microevolutionary
explanations for stasis in the fossils record. Am. Nat. 191 (4), 509–523.

Watterson, G.A., 1964. The application of diffusion theory to two population genetic
models of Moran. J. Appl. Prob. 1, 233–246.

Weinreich, D.M., Delaney, N.F., DePristo, M.A., Hartl, D.L., 2006. Darwinian evolution
can follow only very few mutational paths to fitter proteins. Science 312 (5770),
111–114.

Wu, P., Lai, Y.-C., Widelitz, R., Chuong, C.-M., 2018. Comprehensive molecular and
cellular studies suggest avian scutate scales are secondarily derived from
feathers, and more distant from reptilian scales. Sci. Rep. 8, 16766.

Yang, Z., Jiang, B., McNamara, M.E., Kearns, S.L., Pittman, M., Kaye, T.G., Orr, P.J., Xu,
X., Benton, M., 2019. Pterosaur integumentary structures with complex feather-
like branching. Nat. Ecol. Evol. 3, 24–30.

Yona, A.H., Alm, E.J., Gore, J., 2017. Random sequences rapidly evolve into de novo
promoters. bioRxiv.org.https://doi.org/10.1101/111880.

http://refhub.elsevier.com/S0022-5193(21)00079-5/h0060
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0060
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0065
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0065
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0065
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0070
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0070
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0075
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0075
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0080
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0080
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0085
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0085
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0090
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0090
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0090
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0095
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0095
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0105
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0105
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0110
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0110
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0115
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0115
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0115
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0115
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0120
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0120
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0120
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0125
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0125
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0130
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0130
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0135
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0135
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0145
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0145
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0150
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0150
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0160
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0165
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0165
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0170
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0170
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0170
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0175
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0175
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0175
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0180
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0180
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0185
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0185
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0190
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0190
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0195
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0195
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0200
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0200
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0205
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0205
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0210
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0210
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0220
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0220
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0225
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0225
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0230
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0230
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0230
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0235
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0235
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0240
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0240
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0245
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0245
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0245
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0250
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0250
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0255
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0255
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0260
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0260
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0265
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0265
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0270
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0270
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0270
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0275
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0275
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0275
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0280
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0280
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0285
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0285
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0290
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0290
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0300
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0300
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0305
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0305
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0310
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0310
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0315
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0315
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0315
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0320
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0320
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0320
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0325
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0325
http://refhub.elsevier.com/S0022-5193(21)00079-5/h0325
https://doi.org/10.1101/111880

	On the waiting time until coordinated mutations get fixed in regulatory sequences
	1 Introduction
	2 Problem definition
	2.1 Model and its input/output parameters
	2.2 Some introductory waiting time formulas
	2.2.1 One gene ([$]m=1[$])
	2.2.2 Several genes ([$]m&#62;1[$])


	3 Regulatory arrays
	4 A Moran model for the population dynamics
	5 Fixed state approximation
	6 Regulatory array components
	6.1 A coarse regulatory array decomposition
	6.2 A regulatory array decomposition based on number of mismatches to closest binding sites
	6.3 A regulatory array decomposition based on number of mismatches to closest binding sites and hit variables

	7 Regulatory array component process
	7.1 No fixed state assumption
	7.2 Fixed state assumption

	8 Phase-type distribution approximation of [$]{T}_{m}[$]
	9 Marginal distribution and transition rates of the array component process
	9.1 Marginal distribution of array component process
	9.2 Transition rates of array component process
	9.2.1 Single mutations
	9.2.2 Double mutations


	10 Examples
	10.1 Default model
	10.2 Varying number of genes, backward mutation probability, selection coefficients, order of target appearance, and absence or presence stochastic tunneling
	10.2.1 Arbitrary order of target appearance, [$]C=2[$]
	10.2.2 Arbitrary order of target appearance, [$]C=3[$]
	10.2.3 Fixed order of target appearance, [$]C=2[$]


	11 Discussion
	11.1 Our imposed waiting time distribution approximations
	11.2 Extensions of the model

	Declaration of Competing Interest
	Acknowledgements
	Appendix A Marginal distribution and transition rate of the array component process for the Jukes-Cantor model
	A.1 Each local target consists of one binding site ([$]K=1[$])
	A.2 Each local target consists of two binding sites ([$]K=2[$])
	A.3 Each local target consists of any number K of binding sites

	Appendix B Further numerical waiting time results
	B.1 Varying coarseness of the array components
	B.1.1 Array components based on number of mismatches
	B.1.2 Array decomposition based on number of mismatches and hit variables

	B.2 Varying number of binding site targets per gene
	B.3 Varying selection coefficients, order of target appearance, and absence or presence of stochastic tunneling
	B.4 Accounting for overdispersion of number of binding site hits

	Appendix C Derivations or motivations of some mathematical results
	C.1 Transition rates of consensus array process [$]{\underline {{\bi{X}}}}{}_{t}[$].
	C.2 Single locus transition rates for the array component process [$]{{\bi{C}}}_{t}[$].
	C.3 Two locus transition rates for the array component process [$]{{\bi{C}}}_{t}[$].
	C.4 Markov process assumption for array component process [$]{{\bi{C}}}_{t}[$]
	C.5 Adjusting transition rates for overlapping targeted binding sites.

	Appendix D Waiting time distributions with multiple targets
	References


